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Abstract—Agile networks with fast adaptation and reconfiguration capabilities are required for on-demand provisioning of various network services.

We propose a new methodical framework for short-time network optimization based on quantum computing (QC) and integer linear program (ILP) models, which has the potential of realizing a real-time network automation. We define methods to map a nearly real-world ILP model for resource provisioning to a quadratic unconstrained binary optimization (QUBO) problem, which is solvable on quantum annealer (QA).

We concentrate on the three-node network to evaluate our approach and its obtainable quality of solution using the state-of-the-art quantum annealer D-Wave Advantage™ 5.2/5.3. By studying the annealing process, we find annealing configuration parameters that obtain feasible solutions close to the reference solution generated by the classical ILP-solver CPLEX.

Further, we studied the scaling of the network problem and provide estimations on quantum annealer’s hardware requirements to enable a proper QUBO problem embedding of larger networks. We achieved the QUBO embedding of networks with up to 6 nodes on the D-Wave Advantage™. According to our estimates a real-sized network with 12 to 16 nodes require a QA hardware with at least 50000 qubits or more.

Index Terms—integer linear program, network automation, optical networks, quantum annealing, quantum computing, resource allocation

I. INTRODUCTION

A. Motivation

Optical wide-area networks are the backbone for public communication systems like 5G/6G mobile communication and different variants of fixed-access networks. The transport of internet protocol (IP) traffic requires a conversion from electrical to optical signals and vice versa. It is realized by power-hungry transceivers within the optical networks. Because traffic volume changes over time, adapting the network configuration to new demands is beneficial.
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Traffic temporal changes occur regularly on a diurnal scale [1], [2] but also have fluctuations at smaller timescales of seconds and less [3], [4]. Therefore, an economically-friendly adaptive operation of networks requires fast control algorithms for dynamic resource allocation, traffic engineering and restoration.

The underlying problem of network resource adaptation is a constrained optimization problem of integer variables. This kind of problem can be formulated as an integer linear program (ILP). Solving ILPs for network resource allocation can be time consuming, especially if a detailed modeling of the network architecture and operation strategies is required, which is usually the case. Therefore, an ILP-based network adaptation in short time periods is difficult to achieve— in [5] solutions are obtained within several hours. In a real network, problems like these are often solved with heuristic or meta-heuristic approaches which allow for a fast solvability but at the expense of modeling accuracy. These methods also require substantial effort to tailor the design of the heuristic to the specific problem at hand. Those comparatively fast heuristics require still several minutes to solve such problems [6], [7].

Quantum hardware that leverages the superposition of quantum bits enables massively parallel optimization protocols and could possibly overcome the time constraints for short time optimizations without the need for reduced model accuracy. For example, refs. [8] and [9] showed that classical solution approaches can be outperformed by quantum computing. A significant optimizer speedup on the order of magnitudes is, in principle, achievable. Only through recent technological progress has it become possible to map non-trivial optimization problems on quantum hardware. In particular, our work proposes a new ILP-based solution approach for the aforementioned network problem that can be solved on a quantum annealer (QA), a form of quantum computing architecture. While solutions obtained on a quantum hardware are not generally guaranteed to be optimal, this problem is an ideal use case for such algorithms as it is only required to obtain better solutions—which can be verified within microseconds.

B. Objectives

We test the feasibility of solving network optimization problems on quantum hardware. Specifically, we test the feasibility
to extract solutions of a small but non-trivial discrete optimization problem within seconds. Because today’s networks are controlled centrally via software-defined networking (SDN), it is technically possible to incorporate this quantum framework in realistic network configuration setups for traffic engineering and restoration.

We use the new D-Wave Advantage™ 5.2/5.3 quantum annealer in Jülich for the evaluation of our network optimizing algorithm. We illustrate the essential steps in the general application of the QA to the network problem, and discuss the findings, discovered challenges, and restrictions of our approach for a three-node network. Additionally we provide a network scaling study which allows us to make quantitative statements related to the feasibility of our approach and QA-related requirements for solving real-world network problems.

C. Organization of the Work

Our work covers the interdisciplinary aspects of quantum-aided optimization and network resource allocation as problem. The allocation problem is introduced as a nearly real-world application of quantum computing. In particular, we specify the considered network architecture in Sec. II and formulate the resource allocation problem of wide-area networks. In Sec. III, we introduce our proposed algorithmic methods to solve a typical network resource allocation problem with quantum annealing. Therefore, we model the resource allocation problem as an ILP and explicitly derive the formulation of this ILP in terms of a QUBO representation required for the optimization procedure on the QA. In Sec. IV we evaluate our solution method according to a defined procedure and interpret the results that we obtained for a three-node network. We also discuss the stochastic effects of the quantum annealing process. In Sec. V we introduce the embedding of QUBO matrices on the D-Wave QA hardware and study the scalability of our approach with respect to increased network sizes and hardware limitations. This allows us to estimate the QA hardware requirements for real-sized networks. Finally, we recapitulate in Sec. VI. Additionally, we provide supplemental material in the appendices on the idea of quantum annealing (Appx. A) and a summary on the general approach of ILP to QUBO mapping (Appx. B).

II. RESOURCE ALLOCATION IN WIDE AREA NETWORKS AS COMBINATORIAL OPTIMIZATION PROBLEM

A. Network Architecture

An optical wide-area network is structured like a graph with a meshed topology consisting of network nodes that are linked by optical fiber systems on the graph’s edges. An optical fiber system itself, denoted in short as a fiber link, is a sequence of fiber spans (each with 80km length) with amplifiers in between. Edges within a wide-area network allow transmissions in both directions. They are typically realized by separated fibers to avoid signal distortions due to crosstalk and other effects [10].

Individual signals, propagating in the same direction, can be transported simultaneously on a fiber using dense wavelength division multiplexing (DWDM). The fiber bandwidth is divided into a finite number of channels each with 50GHz bandwidth. An optical channel is specified by its central wavelength.

Network nodes $V$ are composed of electrical IP routers in an upper layer and optical equipment, like optical cross connects (OXC), in a lower layer. Transition between these layers, i.e., the electrical-to-optical signal transformation and the other way round, are enabled by power-hungry transceivers. They allow transmission (TX) and reception (RX) via time-division multiplexing, but are used mostly unidirectionally. An optical signal generated by a transceiver utilizes a spectral bandwidth dictated by the granularity of that single optical channel. Within the OXC, optical signals between transceivers and connected fiber links are switched in a wavelength-selective way. In particular, redirected signals can be forwarded only at the same wavelength. Signals at the fiber link side are de-multiplexed to apply DWDM signals on fiber links.

The transportation of data requires the realization of a transmission path. A transmission path is a list of traversed nodes which includes the source and target node. It is realized by a single circuit or a sequence of optical circuits. Optical circuits are terminated by transceivers and utilize the spectrum of a single optical channel. A direct optical circuit traverses a single fiber link whereas a bypass circuit traverses at least two fiber links (wavelengths are preserved). If transmission paths are realized by a sequence of optical circuits by a sequence of optical circuits, the allocated wavelength of subsequent circuits may differ. These variants of transmission path realizations and the functionality of OXCs are depicted in Fig. 1.

We will consider a simplified network architecture that is restricted as follows:

- **Single Rate System**: All optical circuits operate at a
single data rate of 100 Gbit/s with a maximal optical reach of 1000 km. This are typical values in wide-area networks and depend on the type of equipped transceivers.

- **Colorless Wavelength Assignment**: Fibers are typically over-provisioned during the construction phase of a network, such that spectral resources at fiber links are not limited. Therefore, we will ignore the wavelength assignment as it can be optimized in an additional step by a graph coloring algorithm.

Beside these considerations, multiple optical circuits can be realized along the same circuit path $c$ (sequence of traversed nodes). As we ignore the wavelength assignment, we can summarize the specification of those circuits by its unique circuit path $c$ and a circuit counter $w_c$, which will be used to determine the required capacity for a traffic flow or a migration of traffic flows along a circuit path.

### B. Connectivity as a Network Service

Traffic flows from/towards connected data centers and other interconnecting networks ingress and egress the wide-area network at one of the IP routers. A traffic ingress/egress on the optical layer is only possible with additional considerations that are not covered here. Incoming traffic flows are combined by a migration process and considered as single flow if they have to traverse the same source node $u$ and target node $v$ for $u, v \in V$. So, we can define a unidirectional traffic demand $d$ for each disjoint node pair $(u, v)$ with $u \neq v$. The data volume for transport between those nodes—the demand value $h_{d,u}$—is expressed as a data rate. Demands are summarized in the set $D$ and can be interpreted as a request of connectivity with a specific data rate.

Typically the demands will vary over time, such that a network is adapted by a frequent or on-demand traffic engineering to provide the required capacity and connectivity. This process is an essential part of the network operation and considers:

- **Traffic Routing**: A transmission path (i.e., sequence of traversed nodes) has to be selected for realizing a traffic flow between two nodes. Usually, the shortest path is selected as, in most cases, it provides the shortest latency. However, to potentially allocate network resources more efficiently, we consider alternative paths — which increases the amount of combinations for possible traffic flow migrations.

- **Resource Allocation**: Establishing a transmission path requires the activation of optical circuits, see Fig. 1. This activation includes the allocation of optical channels per traversed fiber link and transceivers. The (expensive) transceivers are node-wise limited and can be used for transmission or reception. The considerations for spectrum allocation are already described in the context of the colorless wavelength assignment.

### C. Definition of Possible Transmission Path Realizations

Initially, we generate a set of circuit paths $C$ that includes all possible direct circuit paths that traverse a single network edge and a finite number of possible alternatives in the form of bypass circuit paths. We must therefore consider the optical reach of a circuit and the restrictions of the topology.

Based on a shortest path search, we can identify a set of one or more loop-free transmission paths $L_d$ per demand $d$, that are listed by their distance in ascending order. It can be beneficial if some of the transmission paths are realized by a sequence of rather short circuit paths. If this is the case, it increases the flexibility to carry a combination of different traffic flows along a circuit path $c$ by data migration. Therefore, we compute the set $R_{d,l}$ of possible circuit path patterns $r \in R_{d,l}$ that realize transmission path $l \in L_d$. The pattern $r$ consists of a sequence of circuit paths or a single circuit path $c$, predefined in $C$. The first circuit path pattern in $R_{d,l}$ is composed of the shortest possible circuit paths, i.e. they traverse only a single edge of the network. The second pattern uses a minimal amount of circuit paths which incorporate multiple edges and therefore increased distances. Further patterns have mixed circuit path lengths, and so on. For simplicity we will define the union set $T_d$, where $t_d \in T_d$ are all circuit path patterns that can realize a transmission path for demand $d$, and the total union set $T$ according to

$$T_d = \bigcup_{l \in L_d} R_{d,l} \quad \text{and} \quad T = \bigcup_{d \in D} T_d. \quad (1)$$

Circuit paths of $C$, that are not used in $T$ are deleted in $C$.

The economic resource allocation within wavelength division multiplexing (WDM) networks, in this context, forms a combinatorial optimization problem with a non-polynomial (NP)-complete complexity.

### III. Algorithmic Solution Approach

#### A. Framework

Optimizing the resource allocation problem of wide-area networks involves multiple interacting stages: a) the modeling of the network as an ILP problem, b) finding a representation of this problem in QA-compatible fashion, c) finding possible embeddings of the problem on the QA, d) evaluating the output of the QA, and e) performing a post-processing analysis to find feasible solutions that optimize the network. Some of these steps are time intensive but only need to be executed once, other steps need to be performed multiple times but can be executed within microseconds. Fig. 2 summarizes the concept of our approach for solving network resource allocation problems by quantum annealing.

Our solution approach relies on a method for solving integer linear programs (ILPs) on quantum annealers that was published firstly in [11]. The authors propose a strategy for mapping an integer linear program (ILP) to a quadratic unconstrained binary optimization (QUBO) problem and used it to solve a binary linear problem. In this work, we incorporate a mostly real-world network resource allocation problem. This allows us to study this mapping process and estimate the feasibility of incorporating this formalism for a real world use case. We also give an extended form of the generic matrix-wise definition of the QUBO representing non-binary ILP target variables.

672
B. Integer Linear Program for Network Optimization

Integer linear programs (ILPs) for resource allocation and service provisioning in wide area networks are often used as a reference method providing exact solutions for comparison with newly developed heuristic or meta-heuristic algorithms. Sometimes they are also used to study the possible benefit of new network operation strategies. Some examples are given in [11], [12] where the reduction of over-provisioned quality of services in networks was studied.

To study the applicability of solving a network resource allocation problem on quantum annealers we define the following terms based on [12]. Though the traffic volume $h_d$ of a demand $d$ varies over time, for the ILP it is held constant. The variations over time can be considered by frequently solving the ILP with updated values of $h_d$.

We now enumerate the parameters and constraints of our ILP.

**Variables:**
- $g_{td} \in \{0, 1\}$: path selector, i.e., $g_{td}$ equals 1 if a transmission path for demand $d$ is realized by circuit configuration $t_d \in T_d$.
- $w_c \in \mathbb{N}$: the number of active, parallel circuits on circuit path $c$.

**Constants:**
- $\xi \in \mathbb{R}$: the data rate of a single optical circuit.
- $\eta_v \in \mathbb{N}$: the amount of transceivers installed at node $v$.

- $\rho_{c,t_d} \in \{0, 1\}$: indicates whether circuit configuration $t_d$ uses circuit path $c$.
- $\varphi_{v,c} \in \{0, 1\}$: indicates whether node $v$ is the source or target node of circuit path $c$.
- $h_d \in \mathbb{R}$: traffic volume of demand $d$.

**Constraints:**

\[
\sum_{t_d \in T_d} g_{td} = 1 \quad \forall d \in D \quad (2)
\]
\[
-w_c + \sum_{d \in D} \sum_{t_d \in T_d} \rho_{c,t_d} \frac{h_d}{\xi} g_{td} \leq 0 \quad \forall c \in C \quad (3)
\]
\[
\sum_{c \in C} w_c \cdot \varphi_{v,c} \leq \eta_v \quad \forall v \in V \quad (4)
\]

**Objective:**

\[
\sum_{c \in C} w_c \rightarrow \min. \quad (5)
\]

Equation (2) ensures that a demand is routed on exactly one path. The constraint (3) ensures that enough circuits are activated depending on the chosen paths. Constraint (4) activates a sufficient amount of transceivers to accommodate the active optical circuits. Finally, the objective (5) minimizes the number of active circuits and therefore also the number of active transceivers.

C. Network-related ILP Model in Matrix Form

An intermediate step of the ILP to QUBO mapping described in [11] is the reformulation of the ILP in matrix form. In general, an ILP can be defined by an objective function that incorporates a set of $K$ constraints that are defined with $M$ integer variables $x_m \geq 0$. We collectively describe these integer variables in vector form, $x \in \mathbb{N}^M$. The objective function defines our optimization target, which in this case involves a minimization,

\[
c^\top x \rightarrow \min , \quad (6)
\]

where $c^\top \in \mathbb{R}^M$ represents our cost weights. The constraints are given in the form of equalities or inequalities according to

\[
Ax + b \leq 0 \quad (7)
\]

with constant values $b \in \mathbb{R}^K$ and the matrix $A$ with shape $K \times M$ that contains the linear weights $A_{k,m} \in \mathbb{R}$ for all constraints of the ILP. Typically, when solving ILPs, the inequalities in (7) are transformed into equalities by introducing integer slack variables $s \in \mathbb{N}^K$ such that

\[
Ax + b \leq 0 \Leftrightarrow Ax + b + s = 0 . \quad (8)
\]

Thus, the network allocation ILP given in Sec. III-B is equivalent to

\[
A = \begin{bmatrix} G_{D}^{[D] \times [T]} & 0_{D}^{[D] \times [C]} \\ H^{[C] \times [T]} & -\xi \cdot [C]^{[C]} \end{bmatrix}, b = -1^{[D]} , \quad \eta_v = \begin{bmatrix} 0_{[D]}^{[C]} \\ s_v^{[C]} \end{bmatrix} , \quad s = \begin{bmatrix} G^T_{[T]} \\ \omega_{[C]} \end{bmatrix} , \quad c^\top = \begin{bmatrix} 0^{[T]} \\ 1^{[C]} \end{bmatrix} . \quad (9)
\]

Fig. 2. Proposed framework for network resource allocation enabled by ILP modeling and quantum annealing at a glance. Gray boxes represent work steps which need to be executed once in a setup phase. White boxes form the control loop of regularly optimization, which is triggered frequently or on-demand.
The term $\lvert \cdot \rvert$ in the superscript of the matrices refers to the size of the used sets $C, D, T$ and $V$ and thus defines the matrices’ dimensions. The expression $0$ refers to a vector or matrix that contains only zero values, while the entries of $1$ are all one. $I$ is the identity matrix. Note that the column vector $x$ contains the ILP’s variables $g = [g_t]_{t \in T}, \, g_t \in \{0,1\}$ and $\omega = [\omega_c]_{c \in C}, \, \omega_c \in \{1,2,\ldots,\omega_{\text{max}}\}$.

The rows of $A, b$ and $s$ are ordered according to the constraints of the ILP. The first row with matrix $G = \begin{bmatrix} 1 & 0 & \cdots & 0 & 1 \\ 0 & 1 & \cdots & 0 & 1 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 1 & 0 \\ 0 & 0 & \cdots & 0 & 1 \end{bmatrix}$ describes the possible path selection according to (2). The second row describes how the traffic volume $h_d$ is distributed over the set of circuits $C$, cf. (3). As $h_d \in \mathbb{R}$ does not necessarily take on discrete values, we introduce a discretized version $\bar{h}_d$ for our ILP by designating a desired number of representative digits $a \in \mathbb{N}$ in conjunction with the normalization to the single circuit capacity $\xi$.

\[ \bar{h}_d = \left\lfloor \frac{h_d + 2^a}{\xi} \right\rfloor \cdot \frac{1}{2^a} \].

Here the expression $\lceil \cdot \rceil$ indicates a rounding to the next largest integer value. Together with the binary matrix $\rho_d = [\rho_{c,t_d}]_{c \in C, t_d \in T_d}$ that describes the existence of a circuit $c$ inside a circuit configuration $t_d$ for demand $d$, the matrix $H$ is given as

\[ H = \begin{bmatrix} \bar{h}_1 \rho_1 & \bar{h}_2 \rho_2 & \cdots & \bar{h}_{|D|} \rho_{|D|} \end{bmatrix}. \]

The last rows of $A, b$ and $s$ incorporate the limited amount of installed transceivers $\eta = [\eta_v]_{v \in V}, \, \eta_v \in \{0,1,\ldots,\eta_{\text{max}}\}$ per node $v$, cf. (4). As such, $\phi = [\phi_{v,c}]_{v \in V, c \in C}$ describes whether a transceiver at node $v$ is connected to a circuit $c$ binary.

The slack vector $s$ has an all-zero block entry in the first block since (2) is already an equality constraint. The remaining blocks $s_c = [s_c]_{c \in C}, \, s_c \in \{0,1,\ldots,a\}$ and $s_v = [s_v]_{v \in V}, \, s_v \in \{0,1,\ldots,\eta_{\text{max}}\}$ are variables with a limited integer space.

### D. Programming the Resource Allocation Problem on the D-Wave Quantum Annealer

The programming of D-Wave’s quantum annealer requires our ILP problem to be cast in quadratic unconstrained binary optimization (QUBO) form

\[ X^2(q) = q^\top Q q \]

for bit vectors $q \in \{0,1\}^N$. In general, given a QUBO matrix $Q$, the embedding of the matrix $Q$, i.e., the mapping of the problem matrix to the annealer qubit topology, is also required. Such embeddings are generated heuristically by the D-Wave API. Both $Q$ and its proper embedding are then submitted to the quantum annealer for optimization, which consists of finding the optimal bit vector $q$ which minimizes the objective function $X^2$. Further details on how the D-Wave quantum annealer solves the QUBO problem are given in Appx. A.

Our network problem can be expressed in QUBO form using the matrices $A, b$ and $s$ introduced earlier [11]. We have

\[ X^2(q) = q^\top Q q + C \]

with

\[ Q = p \begin{bmatrix} Q_{xx} & Q_{xz} \\ Q_{zx} & Q_{zz} \end{bmatrix}, \quad C = p \|b\|^2 \]

\[ Q_{xx} = Z_x^\top A^\top A Z_x + \text{diag}\left(\left(2b^\top A + \frac{1}{p} c^\top\right) Z_s\right) \]

\[ Q_{xz} = Z_x^\top A^\top Z_s \]

\[ Q_{zz} = Z_s^\top Z_s + 2\text{diag}\left(Z_s^\top b\right). \]

The matrices $Z_x$ and $Z_s$ are defined for mapping between integer and binary variables

\[ z = Z_x q_x, \quad s = Z_s q_s. \]

Since a positive integer variable $x_i$ with an upper limit of $x_{i,\text{max}}$ can be expressed by $R_i = \lfloor \log_2(x_{i,\text{max}}) \rfloor$ binary values, we can express $z_i$ as

\[ z_i = [2^{R_i-1} \quad 2^{R_i-2} \quad \cdots \quad 2^1 \quad 2^0]. \]

The mapping matrix for the integer vector $x$ with length $N_x$ can then be defined by

\[ Z_x = \begin{bmatrix} z_1 & 0 & \cdots & 0 \\ 0 & z_2 & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & \cdots & z_{N_x} \end{bmatrix}. \]

and a similar construction can be done for $s$. The binary variable vectors $q$ themselves can be decomposed as

\[ q = \begin{bmatrix} q_x \\ q_s \end{bmatrix}. \]

Finally, we have introduced a penalty factor $p$ that weights the relation between the ILP’s objective function $c^\top x$ and the error metric $\|Ax + b + s\|$. In general the penalty factor rates the fulfillment of the ILP’s constraints during optimization. Too small a value of $p$ results in more QA solutions that do not satisfy the imposed constraints, whereas too large a value reduces the quality of solutions. Our experience has been that the penalty parameter $p$ should be chosen in the range $1 \leq p \leq 10$.

The exact global minimization of (14) is equivalent to solving our ILP problem. A more formal derivation and discussion of this transformation into QUBO form is given in Appx. B.

### E. Post Processing

The optimization of a single QUBO matrix $Q$ by quantum annealing returns a set with a large number (hundreds or thousands) of solution samples in a second. The post processing starts with the remapping of binary solution samples to integers. Then, the solutions are rated according to the obtained
cost value and their feasibility. Based on the definitions from Sec. III-B and Sec. III-C, the solution's feasibility is given if variable vectors \( g \) and \( \omega \) fulfill the conditions

\[
Gg = 1, \quad Hg - \omega \leq 0, \quad \varphi\omega - \eta \leq 0.
\]  

(20)

Finally, a feasible solution sample with the lowest cost value of a solution sample set will be used as the optimized network configuration.

IV. Evaluation of the Solution Approach

A. Procedure of Evaluation

We evaluate our solution approach described in Sec. III as follows:

1) For a three-node network with normal-distributed demand values \( h_d \in \mathcal{N}(75, 10) \) in Gbit/s, we generate QUBOs with different penalty terms \( p \in \{2, 4, 8, 16, 1000\} \) and number of slack accuracy digits \( \alpha \in \{2, 3, 4, 5\} \). Both parameters can be seen as a knob to tune the numerical accuracy and will have an effect on the QUBO’s entries. Parameter \( \eta \) will also affect the shape and structure of the QUBO.

2) QUBOs with the same penalty, shape and structure are categorized within the same QUBO class.

3) We generate a few different embeddings per QUBO class with the heuristic approach minorminer provided by the D-Wave’s SDK. In principle, an embedding can be used for different QUBO matrices of the same class.

4) We submit the QUBO and its proper embedding with varying annealing parameters like chain strength, annealing schedules, and others. The annealing schedules summarizing the annealing duration, annealing pause duration and annealing fraction of pausing where the annealing pause is applied. We vary the annealing duration per sample within \( t_{ps} \in \{1, 50, 100, 500, 1000\} \) µs and the annealing fraction of pausing between \( s_p \in 0.35 \) and 0.5. The pause duration of \( t_p = 20 \) µs allows a longer interaction duration for the transverse Ising process (see. Appx. A). We denote the annealing schedule in short by \( t_{ps}@s_p + t_p \).

5) For post-processing, obtained binary solutions are translated to integer values. They are classified as feasible if they fulfill the ILP’s constraints. We further evaluate the QUBO’s energy (value of \( q^\top Qq + C \)), the ILP’s objective function (value of \( c^\top x \)) and the number of occurrences per time to solution.

In total, we gathered 5.1 million solution samples distributed over 3300 submissions for 40 different embeddings, resulting in over 2000 distinct parameter combinations. We observed that the parameters of the annealing schedule and penalty have a larger impact on solvability. Table I provides the number of solution samples for a selection of parameter configurations. The cells highlighted with a green color are parameter combinations which returned feasible solutions.

The complete set of used run parameters, specifications and obtained solutions are logged to a database and is openly accessible. The database is realized with EspressoDB.

B. Interpretation of the Obtained Solutions

The aforementioned evaluation procedure is a baseline to study the solvability and dependencies on annealing parameters, numerical accuracy and various embeddings of the considered network problem for a three-node network. Fig. 3 shows the energy distribution of the QUBO’s objective function according to (14). It displays, on the one hand, solution vectors obtained by the annealing process for various parameter settings and, on the other hand, displays solutions obtained by a (uniform) random bit guessing approach. We observe that quantum annealing provides solution vectors with significantly lower energy values that follow a different distribution.

A more detailed view is seen by analyzing the feasibility of solution samples, determined by calculating (20) post anneal, and evaluating the cost value \( c^\top x \). Fig. 4 shows the amount (white numbers) of obtained feasible solutions per integer cost values (x-axis). The best solution we have found, corresponding to a cost value of 8, is one cost step apart from the best reference solution with a cost of 7. The results can be further grouped according to the applied annealing times. Here we see that results within the category of a 100 µs annealing duration are better than for the 1 µs case. Overall, feasible solutions are very rare, at the order of 13 per million if compared with all obtained samples. This obtained ratio determines the values of the y-axis of Fig. 4. At this point it is not possible for us to determine if the optimal solution is within a suitable region. We are actively investigating this point.

C. Sources of Errors and Statistics

In theory, optimal solutions of the QUBO problem are automatically optimal solutions to the network ILP problem. However, solutions returned by the QA may be non-optimal because of errors during the annealing process. For example, depending on the specification of the annealing schedule, non-adiabatic transitions from the ground state to an excited state

1Open Data Access: https://jugit.fz-juelich.de/qnet-public/home/
may occur if the annealing happens too fast, and especially if
the energy gaps between excited and ground states are small.

If the annealing happens too slowly, temporal or thermal
decorrelation of qubits may occur so that qubits may freeze
in position independent of the problem Hamiltonian. On
the other hand, it may not be possible to set up the problem on the
hardware—even if a valid embedding was found. For example,
if qubit chains are too long, they potentially break such that
one solves a different problem. Or, since the magnetic fields
generated by the hardware are only manipulated with finite
precision, the resolution of the QUBO entries may exceed
the magnetic field precision. It is a priori not known if these
problems may occur during an annealing schedule. For a given
problem setup, one must therefore perform multiple annealing
schedules and post-process the results to identify valid solu-
tions. This procedure provides distributions of solutions with
varying degrees of quality.

**V. Scalability Study**

**A. Embedding of QUBO on the D-Wave Advantage™**

The process of determining a valid mapping of the QUBO
graph to the hardware graph is an essential constraint for
being able to solve a problem. The possibility of finding
such a mapping, also called an embedding, is thus limited
by the number of logical qubits present in the formulation,
i.e., the dimension of the QUBO matrix. Furthermore, even if
the number of available qubits is in principle sufficient, the
density of the QUBO matrix, defined as ratio of non-zero
entries divided by its dimension squared, cannot exceed the
total connectivity of the hardware graph. Because the hardware
topology may have a different connectivity as required by the
QUBO, several hardware qubits must be chained together to
form a single logical qubit (nodes of the QUBO graph) —
which places stronger constraints on the problem sizes.

This pre-processing procedure, e.g. finding a valid hardware
embedding for the given problem, must be performed before
submitting problems to the annealer. Depending on the
problem size, finding a valid embedding may take several hours on
a single CPU. However, since an embedding is a map from
QUBO nodes to hardware topology nodes, which does not
depend on the relative coupling strengths, it is possible to
export valid embeddings which are reusable for a larger set
of problems. Thus the expensive part of finding an embedding
must be performed only once for a class of QUBO problems.
Generally, embeddings which have small chains while using
the entire hardware are found to be more optimal [15].

**B. Scaling of Network Sizes**

For studying the scalability in terms of the communication
network size, a growing network topology is used as depicted
in Fig. 5. The nodes of this topology are added in ascending
order starting with a three-node network ($N_1$, $N_2$, and $N_3$) in
the lower left corner. The edges are added according to the
shown topology, such that added nodes are connected with the
already existing network. Extending to a four-node network
$N_4$ adds the edges $N_2$-$N_4$ and $N_3$-$N_4$, for example. The
vertical and horizontal distance between neighboring nodes
is set to 300 km.

Finally, a set of topologies with $|V| \in \{3, 4, \ldots, 16\}$ nodes
was studied to test the feasibility of finding an embedding. The
network loads are defined by a demand matrix with values $h_d$
for traffic demands between the pairs of disjunct nodes $d \in D$.
The values for $h_d$ are sampled from a normal distribution
$N(\mu, \sigma)$ with $\mu = 75$ and $\sigma = 20$ Gbit/s. We used the values
in Table II for the parametrization of our ILP for the QUBO
mapping procedure.
C. Hardware Limitations of the used Quantum Annealer

The optimization problem size, i.e. the dimension of the QUBO, can be expressed by the number of required logical qubits. As logical qubits are realized by a coupled chain of physical qubits, the average chain length can be seen as a metric for the efficiency of an embedding. Fig. 6 shows this metric for 3 to 6 node networks. The varied number of digits \(d\) changes the numerical accuracy of the ILP’s constraint (3), and changes therewith the problem size. We observe that the average chain length follows a linear law of \(2.13 \cdot |V|\). Using the default embedding algorithm (miniminer), we were only able to find embeddings for networks with six or less nodes for the D-Wave Advantage™ 5.2/5.3. Assuming the observed chain-length scaling is valid for future QA hardware, it can be used to extrapolate to larger network sizes with more than six nodes.

Fig. 7 shows the resulting relative hardware utilization of the quantum annealer for network problems with 3 to 16 nodes. The D-Wave Advantage 5.2™ provides in total 5600 physical qubits and roughly 40100 coupling elements. This marks the 100% line of hardware utilization. The amount of required logical qubits increases with the network size in a range from 66 to 3822, i.e. 1.1% to 66.4%. Further, the QUBOs of the network problems require qubit connecting couplers on the logical level in the range of 684 to 182110, i.e. these are the non-zero elements of \(Q\). The amount of maximal available couplers is already exceeded for a network of 12 nodes. As chains of physical qubits must be built by coupling to realize a single logical qubit, the amount of physical available qubits and/or coupling element is already exceeded for networks with 7 or more nodes. The required amount of physical qubits can be obtained by multiplication of the average chain length and amount of logical qubits, e.g. the 6 node network with a 5 digit accuracy \(a\) has \(532 \cdot 8.8 = 4682\) physical qubits.

We summarize that the procedure of finding an embedding for network problems on the D-Wave’s quantum annealer forms a stronger constraint than the constraints imposed by the naive estimations related to the QUBO size and density. Specifically, for the largest problem we were able to embed, the amount of physical qubits needed was roughly an order of magnitude larger than the naive estimate based on the size of the QUBO. Increasing the problem accuracy increases the problem size and therefore the required quantum processing unit (QPU) hardware. This effect is not as strong as adding further nodes to a network. Thus, the largest impact on the problem complexity comes from the number of network nodes. Extrapolation of the physical qubit curve in Fig. 7 allows us to estimate how large a QPU in terms of physical qubits for real network problems should be. We find that at least 10 times more physical qubits are required to operate a wide-area network with a reliable size of 12 to 16 nodes by quantum annealing. An adjustment of the topology, i.e., an increase of individual qubit’s connectivity would also enable access to larger networks, which is however more difficult to quantify.

VI. Conclusion and Outlook

We proposed an algorithmic approach relying on the cutting-edge technology of quantum computing for the optimization of resource utilization in SDN-controlled optical wide-area networks. The optimization problem is modeled by an ILP, translated in several steps to a QUBO, which can be solved on a quantum annealer like the D-Wave Advantage™ 5.2/5.3. The algorithm can be used for traffic engineering, resource allocation and restoration.

We studied the quantum-based solvability of a three node network. Compared to a random guessing method, solutions obtained by the quantum annealer show a significant lower
energy on average. Solution vectors are checked for feasibility and compared with a reference solution obtained by CPLEX (classical ILP-solver). We showed that feasible solutions with cost values close (one unit-step less optimal) to the reference solution are obtainable. At the current stage, feasible reconfigurations close to the optimal value for a three-node problem can be obtained every minute. This number is defined by the number of samples needed to find a feasible solution and the total run time per sample for an individual anneal. For a given effective anneal time \( t_{\text{eff}} \sim t_{\text{ps}} + t_{\text{ps}}[\mu s] \), we estimate the total run time per sample by \( 0.58 + 5.75 \cdot t_{\text{eff}}[\text{ms}] \), which is based on experience values. In case of \( t_{\text{eff}} \sim 120 \mu s \), we require \( N \sim 5 \cdot 10^4 \) samples with a total run time of 1.27 ms each, such that a feasible solution can be found in 63.5 s.

Further, we discovered that a setting with penalty of 4 and annealing time of 100\( \mu s \) achieved the best results. We see indications that some annealing parameter configurations have a higher chance to return feasible solutions—potentially allowing one to find feasible solutions within less than a minute of run time. While decreasing the length of an annealing schedule to a few \( \mu s \) in principle allows one to obtain solutions more frequently, at some point the problem setup time dominates the effective annealing time. As such, there will be an optimal value of annealing parameters which minimize the time to solution. The parameter variations for the annealing process has to be studied further as the current solution set represents only an empirical sample set which does not allow one to formulate strong statement on statistical correlations.

Our feasibility study shows that the proposed network problem for up to 6 nodes can be embedded on the D-Wave QPU. We estimate that the amount of physical qubits, assuming the same qubit connectivity, should be in the range of 50000 or above to optimize networks in reasonable sizes (12 to 16 nodes). Finally, as larger Ising model based solvers with up to 100000 qubits [16] are in the reach, embedding 12 to 16 node networks seems realistic in the near future.

For realistic networks, classical heuristics find solutions within several minutes. Compared to classical heuristics, the length of individual annealing schedules are independent of the problem size. However, the probability of finding a feasible and optimal solution will be smaller than the probability we have obtained for the three-node problem due to the increased sample space. Thus, the focus of future works should concentrate on both, finding more optimal ways to embed problems to scale to larger networks and finding optimal setup parameters to decrease the time to solution.

As quantum computing can be superior against classical computing, demonstrated in [9], a further speed-up might be achievable by newer generations of quantum computers or a problem specific QPU, such that network reconfiguration within seconds or below might be possible. It remains to be shown that obtaining feasible solutions within a reasonable time is possible for such larger networks. In the future, the proposed approach for network optimization has the potential to have a large impact on how networks are operated and ultimately enable real-time network automation.

### Appendix A

#### Basic Principles Behind the Used D-Wave Machine

Here we provide a short discussion on the D-Wave architecture and the basic principles underlying the quantum annealing process. For further details we refer to [17].

##### A. The Ising Model

Central to the annealing process is the ability to manipulate a 2-D array of 2-state spins that form the so-called Ising model, as depicted in Fig. 8.

In physics, the Hamiltonian function that describes this Ising system is given by

\[
\mathcal{H}_{\text{Ising}}(s) = \sum_i h_i s_i + \sum_{i>j} J_{i,j} s_i s_j ,
\]

where \( s_i = \pm 1 \) are spin projections in the \( z \) direction and \( h_i \) is an external magnetic field at site \( i \). The coupling between spins at sites \( i \) and \( j \) is given by \( J_{i,j} \). This expression represents the total energy of the system and can be used to derive its equations of motion. As the model represents an array of spins in 2-D, it provides a simple representation of ferromagnetism that exhibits a second order phase transition. From a QA perspective, it serves as an objective function to be minimized.

##### B. Quantum Annealing as Hardware Process

The quantum mechanical equivalent of a classical system can be obtained by replacing canonical coordinates and momenta with operators (canonical quantization). As a consequence, previously commuting expressions may now not be commutative. In case of the Ising model, the spin variables \( s_i \) are replaced by spin operators: the Pauli matrices \( \hat{\sigma} \). The D-Wave AdvantageTM system starts initially with a transverse Ising model. By the application of external magnetic fields, the annealer adjusts the the time-dependent amplitudes of the Hamiltonian operator in both the \( x \), or transverse, direction and \( z \) direction, respectively,

\[
\mathcal{H}_{\text{QPU}} = \frac{A(s)}{2} \mathcal{H}_{\text{initial}} + \frac{B(s)}{2} \mathcal{H}_{\text{problem}} \tag{22}
\]

\[
\mathcal{H}_{\text{initial}} = \sum_i \hat{\sigma}_z^{(i)} \tag{23}
\]

\[
\mathcal{H}_{\text{problem}} = \sum_i h_i \hat{\sigma}_z^{(i)} + \sum_{i>j} J_{i,j} \hat{\sigma}_z^{(i)} \hat{\sigma}_z^{(j)} . \tag{24}
\]

Here \( \sigma_{x,z} \) represent Pauli sigma matrices. Because the spin projections in the \( x \) and \( z \) directions do not commute, this system must be solved quantum mechanically and is therefore also known as the quantum Ising model. The external fields depend on time. Initially \( A(s) \gg B(s) \) at time \( t = 0 \) corresponding to an annealing fraction \( s = 0 \), but adiabatically changes to \( B(s) \gg A(s) \) at some anneal time \( t = t_f \) corresponding to an annealing fraction \( s = 1 \), as shown in Fig. 9. After time \( t_f \) the system has annealed to purely \( \mathcal{H}_{\text{problem}} \), and since \( \hat{\sigma}_z \) has either \( \pm 1 \) expectation values, this is identical to the classical Ising model in (21).
Fig. 8. Visualization of spin configuration in a 2D-lattice (flat material) which is determined by the Ising model (21).

Fig. 9. Energy variation of $A(s)$ and $B(s)$ to perform the annealing within the D-Wave Advantage^® 5.2 acc to (22). Energy values are normalized by the Planck constant $h = 6.62 \times 10^{-34}$ Joule based on the relation $E = hf$. The anneal fraction $s$ will be varied over time within the annealing duration to perform either a standard, paused, quenched, reverse or individual annealing schedule.

C. The QUBO and Ising Model as Interface to Program the Problem to be Solved on the D-Wave Quantum Annealer

The programming of D-Wave’s quantum annealer requires the representation of the problem as a QUBO problem for bit vectors $q \in \{0, 1\}^N$

$$X^2(q) = q^\top Q q.$$  \hfill (25)

The annealer aims at finding the optimal bit vector $q$ which minimizes the objective function $X^2$.

The Ising model wave function components $\sigma_i$ are related to components of the QUBO bit vectors $q$ by a linear shift $\sigma_i = 2q_i - 1$. Equating respective objective functions allows to identify the mapping from QUBO matrix to the Ising Hamiltonian in matrix form

$$q^\top Q q = \sigma^\top J \sigma + h^\top \sigma + g,$$  \hfill (26)

which is valid for

$$J = \frac{1}{4} Q_{TL},$$

$$h = \frac{1}{2} q_T + \frac{1}{2} Q_{TL} 1,$$

$$g = \frac{1}{4} ^\top Q_{TL} 1 + \frac{1}{2} ^\top q_T.$$  \hfill (27)

These equations were obtained by expressing QUBO vectors $q$ as Ising vectors $\sigma$, defining the traceless part of the QUBO $Q_{TL} = Q - \text{diag}\{q\}$ with the trace vector $q_T = \text{diag}\{1\}$ of $Q$ (since $J$ is not allowed to have diagonal components), and using that $q_T^2 = q$. Here $\text{diag}\{\cdot\}$ transforms a vector into a diagonal matrix and $\text{diag}^{-1}\{\cdot\}$ extracts the diagonal part of the matrix as a vector. 1 is a vector where each component is one.

Typically, the QUBO matrix $Q$ is symmetric ($Q^\top = Q$) and is used only in the form $q^\top Q q$ to determine an energy value. This allows one to transform $Q$ to a triangular matrix $Q_{\text{Triang}} = \text{tril}(Q)^\top + \text{triu}(Q)$, such that the problem can be also given in a reduced form according to

$$X^2(q) = q^\top Q_{\text{Triang}} q.$$  \hfill (28)

Function $\text{tril}\{\cdot\}$ selects the triangular part below the main diagonal of a matrix, and $\text{triu}\{\cdot\}$ the upper triangular part inclusive the main diagonal.

APPENDIX B

DERIVATION OF THE ILP TO QUBO PROBLEM MAPPING

For a given ILP with introduced slack variables $s$, which refactors inequality constraints as equality constraints,

$$c^\top x \rightarrow \min_A x + b + s = 0,$$

we can get rid of the constraints by further introducing a sufficiently large penalty factor $p \geq 1$. Thus, the objective function and constraints of the ILP can be combined to a quadratic optimization of objective and penalty

$$X^2(x, s) = c^\top x + \|Ax + b + s\|^2 \rightarrow \min .$$  \hfill (30)

Given that the penalty term $p$ is large enough, the combined minimization of $X^2$ in terms of $x, s$ returns the optimal vector $x_0$ which minimizes $X^2$ under the constraints.

Integer variables in $x$ and $s$ have to be expressed in binary form as $q_x$ and $q_s$ according to

$$x = Z_x q_x, \quad s = Z_s q_s,$$  \hfill (31)

see also (17), (18) and (19). Thus, we define the QUBO as

$$X^2(q) = c^\top Z_x q_x + p \|AZ_x q_x + b + Z_s q_s\|^2 \rightarrow \min .$$  \hfill (32)

By applying the rule $\|\cdot\|^2 = \epsilon^\top \epsilon$, we obtain

$$X^2(q) = c^\top Z_x q_x + p q_x \|AZ_x\|^2 q_x + p q_x^\top Z_x^\top A^\top b + p b^\top A^\top q_x + p q_s^\top Z_s^\top q_s + p q_s \|Z_s\|^2 q_s + p q_s^\top Z_s A^\top b + p \|b\|^2$$

Some expressions like $q_x^\top Z_x^\top A^\top b$ can be equivalently expressed by $q_x^\top \text{diag}\{Z_x^\top A^\top\} q_x$ as $Z_x^\top A^\top$ is a vector and the binary vectors $q_x$ and $q_s$ will only selectively combine elements of the diagonal matrix during multiplication.

$$X^2(q) = p q_x^\top Z_x^\top AZ_x q_x + p q_s^\top Z_s^\top A^\top Z_s q_s + p q_x^\top \text{diag}\{c^\top Z_x\} + \text{diag}\{(2b^\top AZ_x) + \|AZ_x\|^2\} q_x + p \|b\|^2$$

Further refraction of the $q_x$- and $q_s$-dependent terms and their mapping to the following matrix form of the QUBO,

$$X^2(q) = q^\top Q q + C = \left[ q_x^\top Q_{xx} q_x \right] + \left[ q_s^\top Q_{ss} q_s \right] + C,$$  \hfill (33)

leads to the ILP formulation as QUBO problem given in (15).
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