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Overload Control Strategies for Packet

Switching

A number of dynamic control strategies for short-term overload situations on
packet-switching networks are under examination.

Jo' hml Z pf Manfred N Huber, and Bemd Dasch.

led to, a sécond generatlon of smtchmg nodes th: a

: ‘structure Towcdpe with perfonnance requuements it is

i necessary. that the behaviour of these.systems should :

not be impaired dramatlcally by unforeseen heavy-load
's}tuatlens Thls requires different levels of traffic con-
‘trol. This article focusses on call-control strategles dur-
“ing. dynanuc overload situations for the packet-sthch-

[_P‘KPACKEFSWITCHING SYSTEM

EWSP is a hlgh-perfonnance packet—svvltchmg sys-

tem with an ‘expected throughput of more than 40 ,000 |
' ","Q"data packets per second and the capability to handle .

~up to two million calls per hoiir (Reference 2). The |
~ modular design allows for the realization of small sys-

~ tems with approximately 100 hnes as well as very large .
systems with more than 10,000 lines, at reasonable -
costs. Figure 1 shows the basic structure of EWSP .
consisting of four global functional blocks: the ring unit
" (RU), switching unit (SU), termination umt (TU), and

management unit (MU).

The RU is the central entity of the system. It is a
high-speed redundant ring network, and is used for in-
terconnecting all other blocks. Each TU includes sever-
al line termination units (LTUs) that interface the
switching node to subscriber lines and internodal
trunks. A TU performs basically the functions of Layer
1 and 2 of the ISO reference model. Layer 3 functions
are implemented in the SU. This unit processes call set-
up (i.e., routing), clear-down, and data packets (DPs).
In addition to these functions, each SU performs safe-
guard tasks as well as front-end tasks towards the high-
performance management system. The MU supports all
management functions such as operation and mainte-
nance (O&M), journalling, statistics, and alarming.

In order to achieve a high degree of reliability, each
line is administered by the so-called default SU and the
standby SU. If the default SU fails, the administration
tasks will be performed by the standby SU. Each de-
fault SU is, at the same time, a standby SU for another
set of lines.

The TU forwards an incoming call setup message to
its default SU, called SU_IN (see Figure 2). SU_IN de-
termines the outgoing line (routing) and transfers the
call request to the destination TU via the associated SU
(SU_OUT). The call confirmation packet uses the same
path but in the opposite direction. The admission con-
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i trol procedure determmes whether or not a call canbe . .

: accepted and which SU will be involved in the data
transfer phase. Only. one SU (SU ACT) handles the
~connection in an active manner. The other SU
(SU_ BACK) isusedasa backup processor for this con-
nection. All DPs, flow control messages of Layer 3, and

'SU_ACT (switching). In Figure 2, the transfer of a DP
is also.shown (inthis example; SU IN.is the ;a,cl_gye SU
_andSU OUTlsusedasSU BACK) -

| ‘.GENERAL ASPEC"’S OF TRAFFIC CONTHOL

“classes satisfying user and network requlrements To
“ cope with these requirements, traffic control capablhty‘ ,
- at the connection, admission control, and flow control -

the set of actions taken by the SUs at the call setup ,

| * phase in order to determine whether or not a. new vir- -

1 tual connection can be accepted. A call will be rejected.
| if line-specific or global node-specific congestion oc-
curs. If the various load thresholds in one or both SUs .
are not reached, the call can be accepted. For the de-
- termination of the active SU, two possible strategies;
can be used:
e For each new connection, SU_IN will become
SU_ACT if its load level will not exceed the given
threshold. Otherwise, SU_OUT will become SU_ACT.
* The load levels of both SUs are compared and the SU
carrying the lower load becomes SU_ACT.

This article deals with the dynamic overload control
of a single SU in order to cope with short-term over-
load situations caused, for example, by bursts of DPs.

(Continued on page 83)
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RU = RING UNIT TU = TERMINATION UNIT
SU = SWITCHING UNIT LTU = LINE TERMINATION UNIT
MU = MANAGEMENT UNIT

Fig. 1 Basic structure of EWSP.
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. —-other data transfer—spe(:lﬁc packets are processed by,,_

EWSP is designed tQ transport a va.mety fo} ra,fﬁcg{.v e

_levels is necessary. Connection admission control is.
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(From page 47)

Long-term congestion situations are not taken into ac-
count. As already mentioned above, a SU processes
call setup packets and DPs on a number of LTUs. Both
types of packets will be stored in a common first-in
first-out (FIFO) buffer. If the filling of this buffer ex-
ceeds a predefined overload threshold O, fast and effi-
cient emptying of the buffer is required in order to
avoid loss of packets. To prevent the system from
changing too frequently between the normal state and
the overload state, a hysteresis is provided. Normal op-
eration is resumed when the filling of the buffer reach-
es the abatement threshold A, Where A < O

~ CONTROL STRATEGIES

In the followmg sectlons dlfferent call control :
8 'strategles their modelling, and their performance are | .
~ described. The proposed control strategies and their . |

* . main principles in case of dynamic overload situations, « |-

can be summarized as follows:

s strategy 1: normal operation;;
strategy 2: call discarding;
strategy 3: immediate call rejection; .
strategy 4: delayed call acceptance;
strategy 5: delayed call rejection.

.C‘.

the time-consuming processing time of CR packets
compared to the switching time of DPs of an estab-

‘lished virtual connection, the buffer occupation will in-

crease quickly in the case of burst arrivals of DPs.

The intention of strategy 2 is to gain processing ca-
pacity for the DPs by discarding the time-intensive CRs
in the case of dynamic overload situations. Due to the
short processing time of the DPs, a fast and efficient
emptying of the buffer should be achieved. The draw-
back of this method is the discarding of the CR pack-
ets. The Layer 3 protocol of the calling user must rec-
ognize the loss of the CR by means of a timer control.
As an appropriate action, the user will repeat the call
after the timer expiry. These follow-on calls will bring
additional loads into the system.

Strategy 3 aims also at gaining processing capacity
for the DPs, but now by rejecting the CRs. The time
needed for rejecting a call is much less than for accept-
ing it. A normal clear-down of the call is performed by
sending a call clearing message. As above, the draw-
back of this method is that the users will repeat their
calls. In the case of automatic call repetition, the fol-
low-on calls can occur very quickly after the reception
of the call reject. Therefore, the immediate call rejec-
tion can lead to a worse situation, if the system is
flooded with follow-on calls.

The intention of strategy 4 is to set aside new calls in
overload situations and to process these calls later, in
the hope of an early termination of the overload situa-
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SU_OUT = SU_BACK

R Ibds assumed that new connections might be accept- i i
' ed by the global call admission control, which means | -
© that the system resources to accept the new calls are |-

) avmlable Strategy 1, called normal operation mode, |

""" processes the incoming calls independently from the: |-

2 actual load: state. This actual loac state is represented : -

" by the buffer occupation of the common buffer for call’

‘requests (CRS) ‘and DPs. This strategy is taken as a ref-

erence for comparison with the other methods. Due to :

F|g 3 Model 1 (nurmal uperatlon)

tion. For the moment only a short mme is needed to set
aside the call. Hence, the buffer occupation will de-
crease quickly. The delay of the call processing is as-
sumed to be timer-controlled. After the timer expiry,
the call is accepted. The idea of strategy 5 is to set
aside new calls in a similar way to strategy 4, but to re-
ject the call until after the timer expiry. To clear the
call, the same procedure as described for strategy 3 is
used. In comparison with strategy 3, this method, using
delayed call rejection, avoids too many follow-on calls
caused by an immediate call reject. Nevertheless, fol-
low-on calls will occur.

MODELLING

As mentioned above, only one SU with the relevant
components is considered. Therefore, the central com-
ponent is the single processor of the SU performing
several tasks. These tasks are call establishment and
clearing; switching of the DPs; processing of acknowl-
edgements generated by the transport protocol over
the RU; and processing of management data (MD) (i.e.,
alarms and metering).

Due to the fact that both CRs and DPs are stored in a
common buffer, in our model the processor consists of
three phases:
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e phase 1: processing of acknowledgements (end of
transmission, EOT);

¢ phase 2: processing of CRs and DPs;

e phase 3: processing of MD.

Each phase gets its information out of a separate
FIFO buffer. The CRs and DPs or data blocks (DBs)
are previously written into a separate buffer, which is
transferred cyclic and completely to the input buffer of
phase 2. These facts are symbolized by a switch be-
tween both buffers. To decide about the overload situa-
tion, the two thresholds O and A performing a hystere-
sis are implemented at the input buffer of phase 2
(CR/DB_IN).

In the following, five models are introduced, each

representing the appropriate overload control strategy |-

(model 1 represents strategy 1, model 2 represents'
strategy 2, etc.). With the remarks above, the simplest

 model I for strategy 1 is depicted in Figure 3. Each

phase is processmg the appropriate information men-

~ tioned above ‘The loopback in Fxgure 3 is caused by “

the transport protocol betweeri SU and TU over the
- RU. Each transfer of a DB from a SU over the RU (out-

o transfer) leads to an acknowledgement EOT, which

~ must be processed by the same SU (for details see Ref-
- erences 1 and 2). Hence, in our model, each outgoing
‘DB comes into the system again as an EOT after some

: delay time (TE T

©'Model 2, vvhlch represents the strategy of dlscardmgﬁlu b

s CRs in overload situations, is shown in Figure 4. The | | .

oy only difference to model 1 is a second loopback, wh1chj B

.- stands for the follow-on calls. If a CR is discarded, a |

. timer of the Layer 3 protocol of the callmg user will ex—;_ 11
~pire and the call will be repeated. in the model, each: |.

- discarded CR comes into the system againasanew CR . | .|

- (follow-on call) after the delay time (Tpoc ). This time,

Tpoc includes the interval until the timer at the user
side expires, and some additional delay caused by pro-
cessing and transmission times.

Model 3, which is deplcted m' Figure 5, looks Just hE

like model 2. The only difference is that the follow-on
calls are caused by rejected calls, which are cleared
down with a clear message (CLR). Therefore, the delay
time Tpoc between the CLR and the new CR now rep-
resents only processing times of the calling user and
transmission times.

For the last two models, which represent the delayed
processing of CRs, a new processor phase (phase 4 —
processing of delayed CR), has to be introduced. In an
overload state, the CRs are set aside and the process-
ing is delayed under control of a timer Ty. After the ex-
piry of Ty, the delayed calls are sent to a separate
buffer, which is served by phase 4. Depending on the
strategy chosen, the calls are either accepted or reject-
ed by phase 4. The model 4, which is based on a de-
layed call acceptance, is shown in Figure 6. In model 5
(see Figure 7), the loopback for the follow-on calls
caused by the delayed call rejection is just the same as
in model 3 using immediate call rejection.

Finally, the scheduling of the processor phases is
based on a polling mechanism with priorities, addition-
ally interrupted by a cyclic timer T. Phase 1 always has
the highest priority and serves the queue exhaustive
(memory space can be given free). Phase 2 has the next
lower priority. The lowest priority is assigned to phase

B i i

3. After the interrupt of timer T phase 1 is started, the
remaining time is used by phase 2. This cycle proceeds
until both input buffers are empty. If neither phase 1
nor phase 2 are active, or if under heavy-load condi-
tions, the cycle has been passed n times (n = 9), phase

' Fig, 4 Model 2 (call discarding). o

CR/DB IN

Fig. 6 Model 4 (delayed call acceptance).
TELECOMMUNICATIONS
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Sy Fig. 7Model§(dalayed call re;ectmn)

' 3is started until the next timer mtermpt (forced activa-

«_ . tion). If, additionally, phase 4 is existing, the priority of
 phase 4 is set between phase 2 and phase 3. The forced N
activation of phases 3 and 4 under heavy-load condl- '

txons is done altemately

NUMERICAL RESULTS

' The performance evaluatlon of the various overload
e control strategies is realized by discrete event simula- | |
r tion, ‘The models mtroduced ‘above were implemented . | |
- .ina computer simulation program. CRs 'DPs, and MDs. -
““are generated by traffic gener&tors with individual and: et
variable interarrival time distributions. The generation
of the dynamic overload s1tuat10ns is done by switch-7 | .}

ing between two load states, a normal load state and a

heavy-load state. In the heavy-ldad state, the amval .

rate for DBs is increased for modelling of the bursts.

‘Some results obtained by these simulations are pre-'

sented here. These results are based on the following
assumptions for the mean processing time per message
of each phase:

e phase 1 = 0.7 ms per EOT;

¢ phase 2 = 1 ms per DB/20 ms to accept a CR/4 ms to
reject a CR/1 ms to set aside a CR;

e phase 3 = 10 ms per MD;

¢ phase 4 = 20 ms to accept a CR/4 ms to reject a CR.

The mean delay times and timer values are chosen as

follows:

d TEOT =20 ms;

Troc = 150 secs for model 2;

* Troc = 1050 ms for model 3 and 5;
e T} = 1sec and the scheduling timer;
e T=25ms.

The maximum length L of the queue CR/DB_IN is set
to L = 200 waiting places, the overload threshold O to
0 =72, and the abatement threshold A to A = 56.

Under normal load conditions, the carried load r of
the processor is assumed to be r = 0.7. With the pro-
cessing times above and a given traffic mix, the mean
interarrival times can be derived as 3.4 ms for DBs, 42.5
ms for CRs, and 360 ms for MDs. All arrival processes
are assumed to be Poisson arrivals. The overload
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Fig. 9 Mean CR/DB_IN delay time vs. duration of overload burst.

bursts are simulated by doubling the normal DB arrival
rate, which means a mean interarrival time of 21.25 ms
for DBs. These bursts have a constant duration. Never-
theless, they are varied, for the simulation runs be-
tween 0 and 4000 ms.

In Figure 8, the mean queue length of the CR/DB_IN
is depicted versus the duration of the overload bursts.
The graphs show that with increasing length of the
bursts the queue length increases. As expected, the
queue length for model 1 increases more than the other
ones, because the immediate processing of all CRs
costs much time. It is interesting that the curve of mod-
el 3 (immediate call rejection) crosses the curve of
model 1 early. Although the processing time for reject-
ing a call is much smaller than for accepting it, the sys-
tem is flooded with follow-on calls, and this leads to a
dramatic increase of the queue length. The behaviour

TELECOMMUNICATIONS
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- Note that CRs during an overload situation are only re-

PACKET SWITCHING

N
O

o MODEL 2
| miwmODELS
20 b e MODEL 4
=mm MODEL 5

- QUOTA OF CALLS ARRIVING IN OVERLOAD STATE (%)

: 1000 S
- DURATION OF OVERLOAD BURST{ ms)

Jjected or discarded in models 2; 3, and 5. Using the
models 1 or 4 means, nevert:heless that the concerned
CRs are accepted. To sumumarize the results above, it

‘can be easily recognized that strategy 3 (immediate call e T

rejection) is the poorest method. The drawback of
strategy 2 is the intentional discarding of messages
and, hence, the intentional usage of protocol error cor-
rection mechanisms. The delayed acceptance and re-
Jection of calls used in models 4 and 5 yields good per-
formance values that do not differ significantly. (J
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