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ABSTRACT

This paper presents a study on the flow of control
data within the microprocessor controllea analog
concentrator of the future integrated communi-
cation system IFS, developped in Switzerland.

After a short description of the structure and
operating mode of the concentrator, models for
simulation and calculation resp., are derived.

The evaluation procedures and their results will
be discussed in detail. They lead to interesting -
insights into the traffic behavior of the con-
centrator control , taking into account the net-
work structure, into which the concentrator is
imbedded.

1. THE IFS CONCEPT

IFS (Integriertes Fernmeldesystem) stands for
"Integrated Telecommunication System”. This PCM
system is jointly developped in Switzerland by

the PTT administration and its three manufac-
tures of public telephone exchanges. As a SPC-
switching system with centralized control, this
communication system shall provide switched tele~
phone and data service,

. Transmission,switching and control are based on

the 32 channel PCM System.

Fig. 1 shows the IFS network configuration of

one plane. Five different areas are to be distin-
guished: :

o The peripheral field )

It consists of analog and digital subscriber sta-
tions together with their interconnecting lines,
as well as analog or digital trunks.

o The concentration field

performs the traffic concentration (analog con-
centrator AKT and digital concentrator DKT) of the
subscriber lines, analog to digital conversion by
means of the terminals T.

PERIPHERAL FIELD [CONCENTRATION FIELD

Zurich, Switzerland

The concentrators perform functions for call es-—
tablishment and clearing which are discussed later.

o The switching network

performs the interconnection of 64 kbps PCM
channels by means of the digital switching units
(DE).

o The processor field

consists of the central processors (ZS) and so-
called telegram units (TE) for control data inter-
change with all controlled units.

The register unit WE is for the processing of
signalling information.

o The service field is for maintenance and opera-
ting functions.

To secure operation and to achieve a high degree
of availability the so called multi-plane
principle (Fig. 2) is introduced.

This principle means, that 4 planes, one of which
shows Fig.1 are comvletely equipped and are working
according to a load sharing mode with respect to
originated calls. Therefore each concentrator is
connected to these 4 planes. -

More details about IFS can be found in /1-7/.
This paper presehts a study on the flow of control

information and the performance of the control of
the analog concentrator AKT of this system IFS.

2. STRUCTURE AND OPERATING MODE OF THE CONCENTRATOR
2.1 STRUCTURE OF THE AKT

Fig.3 shows the basic structure of the concentrator
and its environment.

Subscribers are connected to the analog switching
array via subscriber circuits (SC). The switching
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FIG. 3: BASIC STRUCTURE OF THE CONCENTRATOR AKT

array performs a concentration of the subscriber
lines to the outgoing trunks, which are connected
to the switching array via line circuits(LC} The
trunks are partitioned into four groups, leading
to four switching fields within the four planes

€ the system IFS, )

The subscriber and line circuits are scanned by
the concentrator control.

All switching and control functions within the
concentrator are performed by the concentrator
control CC, which consists for reasons of re-
liability of two microprocessors (PRO,PR1) and
two signalling units (SUC,SU1), also micropro-
cessor controlled, for control information inter-
change with the central control units in the
processor fields of the four planes.

2.2 OPERATING MODE OF THE CONCENTRATOR

The concentrator control handles three different
types of regquests, which are listed in order of
priority:

- Connect requests (CN) )

For call attempts, who need a connection

to a called (B) subscriber, connected to

the considered concentrator, the central con-

trol unit, responsible for this call, sends
antrol information (cohnect request) via the
control information channel to a SU. For the

following it is assumed, that signalling unit

SU1 is responsible for control data channels

from planes 142, and SU2 for planes 3+4.

The SU preprocesses this information and fills

it into the storage location of the input buffer
(IB) of the considered plane.

The CC tries to find a path through the switching
array from the free SC of the called subscriber
to a free trunk (LC) leading to the appropriate
plane.

The connect request is acknowledged either positive
if the throughconnection is possible or negative
if congestion occurs.

- Clear requests (CL)

Clear requests are generated if a connection ter-
minates and the occupied paths and trunks have

to be released. The clear reguest is indicated
within the LC and detected by means of scanning
the LC under control of the CC.

The mechanism for scanning LC'scan be seen in Fig

If a clear request has been detected during the
last scan cycle at LC x, scanning starts at LC

ITC-9

xX+1. Assume that at LC y the first clear request
with respect to the scan direction is waiting,
then the scanning stops at the LC y. The next
scan-cycle will then start at v+1. Therefore the
time needed by the CC for scanning, which is a
linear function of the scan-~distance (in this
case (N+y—(x+1)+1)modN),is not constant.

- Call requests (CA)

Call reguests are generated by subscribers, con-
nected to the considered AKT, which want to place
a call. The call request is indicated within the

.SC and also detected by means of scanning.

The mechanism for scanning SC's can be seen in
Fig.5. This mechanism is very similar to that

of the LC scanning, but the scan distance, and
therefore also the scan time is constant, as
always all SC are scanned. This is necessary for
technical reasons, The first detected call request
is stored for later processing.

1 T 1
Py /osa N Py

o ! R xq

START \| :
Py B iy

-[[C} &siop //
N R -
N \b\ // M “3

X: LAST DETECTED REQUEST

X+1: START NEXT SCANNING

Y: FIRST WAITING REQUEST

SCANNING STOPS AT SC X

SCAN-DISTANCE M

5: PRINCIPLE OF SC
SCANNING

X: LAST DETECTED REQUEST

X+1: START NEXT SCANNING

Y: FIRST WAITING REQUEST

SCANNING STOPS AT LC Y

SCAN-DISTANCE Y- (X+1)+1

FIG. 4: PRINCIPLE OF LC FIG.
SCANNING

The CC tries similar as in the case of connect
requests to find a path and a free outgoing trunk.
In contrast to the case of connect requests, the
trunk can be choosen arbitrarily from all trunks
connected to the AKT. By cyclic testing the trunks
a balance of occupied trunks to all planes can be
achieved. .

2.3 THE CONTROL CONCEPT OF THE AKT
2.3.1 THE PRINCIPLE OF THE CONTROL PHASE

Bach of the two processors of the concentrator

control can be in an "active" or "passive" con-
trol phase (Fig.6). If one processor is active,- AN
the other has to be passive. Access to the swltch—kwj
ing array is only pasible within an active control ™
phase.

Pk

i

During an active control phase a sequence of tasks,
as described in chap. 2.3.2 is performed. The
other processor, being in the passive status 109ks
for connect requests in his input buffer IB. This
mode of operation with two working processors,

NORMAL OPERATION MODE (nom)

! active m
passive
PROCESSOR 0

control
phase

PROCESSOR 1

active : .
passive . ac passive

ERROR OPERATION MODE (eom)

. control
‘ { active U active Phase
passive __

. _bassive

| active

PROCESSOR 0

PROCESSOR 1

out of order

FIG. 6: THE CONTROL PHASE PRINCIPLE
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- quests from all planes,

will be denoted as normal operation mode (NOM).
In this mode processor O (PRO) is, as assumed
previocusly, only able to process connect requests
from planes 1+2, PR1 from planes 3+4.

In case of failure of one processor, the error
operation mode (EOM) is set up.

The error-free processor (PRO in Fig.6) performs
the normal functions during his active control
phase . The next active control phase starts after
the ‘end of the preceding control phase, plus a
short constant time , during which the processor
is set into the passive status. In this passive
phase the processor tests, among others, if con-
nect requests are waiting in the IB. Furthermore
the working processor can now serve connect re-
all as control data channels
from the 4 planes are switched to this processor.

2.3.2 THE DIFFERENT TYPES OF ACTIVE CONTROL PHASES

Four types of control phases have to be distin-
guished according to the tasks to be performed
(Fig.7). Each control phase starts with a self-
testing program (T), this lasts t,,. Then subs-
criber circuit scanning (SS) takes place, lasting

tSS'
a) If a connect request from one of the two planes
for which the active processor 1is responsible is

waiting, this request will be served. During the
time tPS a path search program is running. This

program is finished with an acknowledgement
(positive or negative) which is sent to the cen-
tral processor. This acknowledgement enables the
central processor tc send a new request if neces-
sary. Therefore not more than one request per
plane can waite.

If the path searching (PS) has been successful,
the switching function for the connect request

‘takes place during tg. This type of control phase

is denoted as type "CUN".

b) If no connect request is waiting (or if the
path search for a connect request has not been
successful) line circuit scanning (LS) takes
place during trse

b1) If a clear request is detected, that clear
request is processed during te- The type of this
phase is denoted "CL". o

b2) If no clear request is detected, it is tested
if during the SC scanning a call request has been

" detected. In this case a path and trunk searching

starts (PS) and afterwards a throughconnecting
takes place (time tE) or in case of congestion

TiISS,PS | E

CONTROL
PHASE
C etk fode b ]
wee o TS s | e
|
| : AcK CONNECTED
CONTROL f . T
il TISSiLS | LS
L S Cpamt®
: : ' RELEASED
CONTROL tee gt !
PHASE T:SS :L‘S | PS \ E
TYPE "CA" tTT AT T
| : 1 CONNECTED
. . i
CONTROL e e
o TISS |,Ls 10
TPE 0P bttt gt

FIG. 7: THE DIFFERENT TYPES OF ACTIVE CONTROL
PHASES )
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the control phase i3 terminated. This control
phase is denoted "CA".

c) If no reguest has to be served, an overhead
phase is performed. This is necessary for tech-
nical reasons and causes, that an active phase
is not shorter than a given minimal time. This

‘ phase is denoted "NOP".

These different types of active control phases
will be further clarified in the following.

3. INVESTIGATIONS BY MEANS OF SIMULATION
3.1 THE SIMULATION.MODEL

Fig. 8 shows the model of the concentrator control
as. a gqueuing model. As in the normal operation
mode NOM only one processor is active during a
control phase, only one processor has been depictet

This processor represents
~ for the NOM the momentarily active processor
~ for the EOM the only active processor.

The already mentioned tasks of the processor
are represented by square boxes in Fig. 8.

Furthermore the 4 control channels to the cen-
tral processors of the 4 planes are modelled.

The model of one control channel consist of an
output buffer into which connect requests from
the central processor are filled with rate A.. i
The transmission delay of control informatiog !
from the output buffer to the buffers IB of the
concentrator is modelled by means of the constant
delay time t,.. Only one request is allowed to
wait in the ggffers IB for each plane uantil an
acknowledgement is sent to the central processor
of the pertinent plane via a backward control
channel. This acknowledgement has also the
constant delay time top:

The operation of the control within the model is
in accordance to that described in chap. 2.3.
LC and SC scanning is modelled in detail.

In contrast to the real system, only the trunks
are modelled with respect to free or busy, having
holding times of th after each seizure. The

switching network is assumed to be non blocking
and has therefore not to be modelled here.

3.2 The SIMULATION PROGRAM

The simulation program has been written in Algol
and comprises 13k statements and appr. tk data

" array, together about 42 kbyte main store. The

program uses code procedures for time consuming
simulation functions. Run time is about 1 hour
CPU time on a computer with a typical execution
time for a statement of 6 ysec for a large num-
ber of test calls.

3.3 DEFINITION OF CHARACTERISTIC TRAFFIC PARAMETER

The aim of the investigation is to obtain
characteristic traffic parameters of the control.
The following values, among others are obtained.

Waiting Times

tw oN ¢ Mean waiting time of all connect requests
4

This time starts with entering of a request into

input buffer IB and ends with sending the acknow-

ledgement.

tw cL :vMean waiting time of all clear requests.

!

This time starts with the originating of a clear

request within the LC and ends with the release

of the LC. The time from going on hook until the

clear request is generated within the LC is tD c*
1

WIZGALL / KRAMER / MAYER -3
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This time can be considered as constant. The re-
lease of the SC, belonging to this connection has
to be done during a SC-scan routine. For technical
‘reasons this is only possible after a time tRS MIN
The actual time between release of LC and re="' '
lease of the pertinent SC is tp.. Therefore the
total time from being on hook uhtil LC and SC

are released is

'

t

tp, 8" tp,cttw, crttrs

\Lw et Mean waiting time for call requests. This
,

is the time, a SC is occupied until a path

to a free LC is throughconnected. This time mavy
enclose several unsuccessful attempts of the
control (in case that no idle trunk (LC) is
available).

With these waiting times and their pertinent rates
(ACN, ACL, ACA) the queue length or the mean number

of simultaneously waiting requests can be calcu-
lated according to the formulae

mean queue length = A'tw.

Occupancy
The load of the processors PC and P1 is of special
interest.

CN' ACL' ACA

following parameters, which are determined by the

It depends on the rates A and on the

number of trunks and their carried traffic load:
BCN : Probability of loss for connect requests
WCA : Probability, that the control has to per—‘

form another attempt to serve a call request (due

ITC-9

to all trunks busy). It is assumed, that call
attempts wait until they are served.

In the stationary case it holds

-\

kCL

ea * OBy Acy
The mean number of unsuccessful attempts to serve
a single call is

Yea

1= WCA

Q

If t denotes the mean duration of an active
cont¥sl phase, then 1/tD is the (a priori un-
known) rate, with which gontrol phases are
started. Therefore the rate of LC-scanning is
Apg= 1/tpe = U=Bey) Aey
because call establishment for connect requests
(rate (1—BS§)-AEN) excludes LC-scanning within the
phds

same contr e
The rate with which a control phase of the type'
CA occurs is

ca,mor = (1/(Wgp)) < Ay
Therefore the number of control phases of the
type NOP within a given time is

A A - A

LS CL A

NOP

Ca,TOT

The occupancy Y o the processor is defined as
the processor time necessary for a certain task
related to the lencth of an active control phase

WIZGALL / KRAMER / MAYER -4



Testing Y ='tT/tDc
Subscriber scanning Yoo tss/tDC

Connect requests -
+t.))

Yon™ Aen’ (Boytps o (1-Boy)(tpgity
Clear requests YCL=XCL‘tC
LC scanning YLS = ALS'g’tLS' g.th is the

traffic dependent mean time
for LC-scanning

1l r ts vy =k ¢ i -
Ca equests You &cA(tE+(1+wCA/(1 W

con) ) tpg)
In contrast to that, the overhead phase is not
considered as real load, so that the effective
. load of an active processor during a control
phase is )

Y. .=Y +Y

-
PR T !

FY Y oY o Y

sst¥en s Yot ¥ea™ =1-Y,

Nor* Yo

After having described the structure and operating
mode of the model, the stochastic characteristics
of the arrival and service processes have to be
characterized.

It is assumed, that all service and transmission
times are constant, excluding the time for LC~-
scanning, which is calculated within the simu-
lation program by means of the scan distance.

The arrival process for call requests is assumed
to be a poissonian process with rate ACA’

The arrival process for connect requests is also
assumed to be a poissonian process with rate

= i =X
Aewmsbidon, s R Ao,

The arrival process for clear requests (rate ACL)

on, 27 e, 37w, 4

is also a poissonian process because the holding
times of the trunks are also negative exponentially
distributed .

The momentary rate lc
momentarily occupied”

A Z-1/ty

is a function of the
b9 2

CL,MoM”

with th = mean holding time of a trunk after seizure.

The carried traffic on the trunks is

Ypp™ CAcp + O=Bogl A o)e by,

Fig. 10 gives a list of the input parameters to-
gether with values for two sizes of the con-

~ centrator (MAXI,MINI).

3.4 RESULTS

Waiting times (Fig. 11,12,13)

. Fig. 11 shows the mean waiting times for connect

requests tw CNfor the concentrator sizes MAXT
4

and MINI (see Fig., 10) as a function of the
request rate for call establishments

A= A ¥+ A

N ca with XCN = A

ca

13 show the mean waiting times
and the mean waiting

Fig. 12 and Fig.
for clear regquests tw,CL

times for call requests tw,CA' resp.

As expected, the waiting times increase for the
size MAXI with the request rate A. Due to the
priorities for the different kinds of requests,
the waiting times for connect requests (CN) are
the lowest, whereas the waiting times for call
requests (CA) are the highest due to their lowest
priority.

INPUT PARAMETER MAXT MINI
[Number of subs. circuits M |8192 1024
Number of line circuits N 2048 128
Mean holding time t, 150 sec | 150 sec
Time for testing tT 5 .msec 5 msec
Time for scan. all SC tss 15 msec |3 msec
Time for path search tPS 8 msec 8 msec
Time call establishm. tE 25 msec | 25 msec
Time for scan. all LC, .t g [8msec |1 msec
Time for clearing te 26 msec |26 msec
Overheadtime to' 12 msec {31 msec
Time to set clear req. tD,C 178 msec | 178 msec
Min, time to rel. SC tRS,MIN 50 msec |50 msec
‘ Mean transfer time tTD 16 msec |16 msec
Time for passive phase in .
case of EOM 1 msec |1 msec

FIG. 10: LIST OF INPUT PARAMETERS
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CLEAR REQUESTS
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FIG. 13:
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The Adifference between the waiting times for
connect  requests tw CN in the normal operation
14

mode (NOM) and the error operaticn mode (EOM) is
due to the fact, that in the NOM each processor
can only serve half of the connect requests (PRO
the requests from plane 142, PRI from plane 3+4), -
whereas in the EOM each processor can serve each
connect request. :
Fig.14 shows the distribution function for wai-
ting times for call requests P {T_ ., =
rates A=1,4,7 for the size MAXI. '

In the case of the concentrator size MINI, the
waiting times for connect and clear requests
are decreasing with X.

To explain this phenomena, Fig. 15 shows
the probability of loss for. connect requests
(BCN) and the probability that a call request

is not served (WCA) resp. for the size MINI.

For values of A higher than 0.5 the probability
of all trunks busy increasesrapidly. Due to this
fact, the meanduration .of an active control phase
decreases.

It should be mentioned however, that the en-
gineered values for X are 4 in case of MAXI and
7.5 in case of MINI.

Fig.
Yor
MINI. The occupancy of the processor is for A=0
according to the definition and the fact, that
only control phases of type NOP are performed

16 shows the occupancy of the processor
as a function of A for the sizes MAXI,

t] for the

4 ,INVESTIGATION BY MEANS OF CALCULATION
4.1 MODEL 1 '

The first model to calculate interesting para-
meters is a single server queuing model (Fig.17)
with

one class (type) of regquests, served accord,
to a FIFO strategy

poisson input, rate A'

infinite buffer

clocked service with generally distributed
clock periods, with mean T and coefficient of
variation v

To take into account the priorities of the re-
quests in the real system (see chap. 2.2), a
constant factor p is introduced. p is identi-
fied with the probability, that in the considered
clock period no reguest with higher priority has
to be served. Therefore p is the probability that
the first waiting request within the queue may
begin service at the next clock instant.

If the service starts, it will be finished in any
case before the next clock instant, having a
constant service time tS (Fig. 17).

The probability p has to
three different types of
(CN,CL,CA) (see Fig.18).

be calculated for the
requests in the system

The following parameters can be calculated

- Probability, that the queue iength Q just be-
fore a clock instant is greater than O

P{0>0) = A'1/p

tT + tSS + tLS - Mean queue length E(Q) just before the clock
YPR= instant 2
ty o toe totoo b Arr(2-A'T(1-vT))
T SS LS 0] =
E(Q) 2(p-A'1)
that is for the s%ze MAXI 28/40 = 0,7 - Mean waiting time t__. (The waiting time of a
and for the size MINI 9/40 = 0.225, request starts with inserting the request into
) the buffer and ends after the service of this
As for the size %I and the considered values request) 2
of %,BCN'and Vo, are equal to O, Yy is a linear ¢ = X2opUvE) L
function of A. w 2(p-r'1) s
Furthermore the total load Y, is split into the
different parts due to the dl%ferent tasks of
the processor to be performed (see chap. 3.3)
1.0 W 610 v ]
Qe
0871 09 —
8 MINI O’
! r CN o MAX]
= 08 o 081 /o/ V
A=b . o
A7 NOM Q////’/Y °
03 7 07 EOM 07 cN A
MAXT oL
06— I 06
0.6
Y,
! 05 LS
05 BCN \\‘ Y
o 04 0t \7/\
/ 0.3 2 03 / g
A - MINI
02 o / om0 _/'0/ .
1 0.2 02+ Y1s
Pllecatt] .
o i tmsec 0.H 0.4
0 300 600 300 /,g% A 1fsec T A 1/sec
0 7 snem Qe Qe . m—— C T T r T T : —
0 @ 04 06 08 W 12 0 1 2 3 4 S 6 7 By
FIG. 14: DISTRIBUTION FUNCTION OF FIG. 15: PROBABILITY OF 10SS ayp 0 02 0L 06 08 10 12
THE WAITING TIMES FOR PROBABILITY OF REPEAT ) ‘
CALL REQUESTS : FOR CONNECT AND CALL FIG. 16: OCCUPANCY OF THE CONTROL
REQUESTS, RESP.
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REQUESTS (POISSON,A')
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SERVICE

FIG. 17: MODEL ONE FOR CALCULATION

"To calculate the parameters for the concentrator
control, the following relations are assumed for
t, (see Fig 7+10)

- for CN-requests ts,CN = FT+tSS+tPS
- ;or CL-requests ts,CL = tLS/Z + ot
- for CA-requests ts,CA = tss+th+tPs+tE

The coefficient of variation is neglected in the
following.

Fig. 18 shows the formulae to calculate the para-
meters for the three types of requests, CN,CL,CA.

Fig. 19,20,21 show the calculated values (solid

lines) together with the simulated values(circles)

for the waiting times tw,CN’tw,CL'tw,CA'

The ¢hosen values for the mean duration of an
active control phase (t..) are also shown .
The diagrams show the gggd accordance between
calculated and simulated values.

4.2 MODEL 2
The second model for calculation (Fig. 22) is a

standard priority model with 4 (non-preemptive)
priority classes.
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Fig. 19: MEAN WAITING TIME FOR CONNECT REQUESTS
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FIG. 20: MEAN WAITING TIME FOR CLEAR REQUESTS
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FIG. 18: FORMULAE FOR CHARACTERISTIC VALUES
(Size MAXI, times in msec)

This model has in comparison to the comprehen-
sive simulation model the following characteris-
tics:

It takes fully into account the

~ variable length of an active control phase
- priorities
- traffic dependent overhead phases

It approximates
- the variable (traffic dependent) time for LC-
scanning
- different arrival processes for CN,CL,Ch
© requests.

It neglects the effects due to all linesbusy in

" case of CN and CA requests

Each of the 4 classes of the priority model has
a poissonian input process with rate Xi' mean

service time hi’ a coefficient of variation ¢

Hi’
and an offered traffic Aizxi;hi i=1..4.
600
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MAXI fm: 55
5001 NOM /
400
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200 1;4///
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0 : + | :
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FIG. 21: MEAN WAITING TIME FOR CALL REQUESTS
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3 ' As the service times are constant, it holds cHi=O.
)
{ CN _ lACL- ‘KCA 'RhK)P Furthermore ECNand Wepdre assumed to be equal

to 0 and XCN:XCA‘

L
class |1 2 3 (. - = =
- . . :“—--l Therefore f Aew™ A2, ,)‘CL Aoy )‘CA A/2.
! ,

The determination of the characteristic traffic
parameters from the waiting times of the model
i+ trttes | t+teg Tt must reflect, for each type of request, up to

! t t which time within an active control phase,it
h, Ls | hy ts_| h, LS can be served in reality

tPS+tE

te testte t o Mean waiting time t_ . for CN-reguests is
according to the ae¥ififtion

= +
% . , taon” TwittrttssTtes
FIG. 22: MODEL TWO FOR CALCULATION The request CL is detected in the real system
during the LC-scanning. ’

* o Mean waiting time t_ .. for CL-reguests.
. w,CL =

T ..+ tLS/z + t

ty, ™ Tw2 c

It holds (Fig.22) M=y Pi=trttsgttpstip

h2=t +t . tket

rttgstketgtte

o Mean waiting time t
Similarly holds

A=A
2 "CL -
w,CA fo; CA-requests.

vth(k£1) represents the mean time for LC~-scanning.

.t is known that k=0.5 for X»0. Assuming that ty,cn” Tysttggttpgttps*ty eﬁ”}
‘under normal conditions the probability _ that . g
more than one request is waiting is low, k is The calculated values are printed in Fig. 19-21
chosen to 0.5 for the general case with dashed lines for the size MAXI,.
In case of an active control phase type CA, the 5. CONCLUSION
time for scanning is tLS’ therefore ) ¢
A= h. =t +t, .+ttt This paper presented a study on the performance
3 Ca 3T LS PS E and the flow of control information of the con-
The additional, fictive class 4 (NOP requests) g?nzgztgisgggt§gé within the analog concentrator

models the phases with overhead. According to the
mechanism described, A, has to be choosen in such One simulation and two calculation models have been

a way, that the processor is permanently occupied, developped and the results of the investigations

therefore have been presented and discussed.
A= = A, =1 A= A, h,=1-(A +A +A
2, By =1 ox Ay Aghy=1m(BgthyiRs) ACKNOWLEDGEMENT
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Therefore }4=ANOP h4=tT+tSS+tLS+tO
‘ for writing the simulation program.

From these formulae, the maximum rate of success-

ful call establishments, being processed by the REFERNCES .
concentrator control, for stationary operation : :
can be calculated: z /1/ SUTTER,W.: Die Systemgrundlagen des Integrier-
A,=0 or A, +A_+A, = 1 ten Fernmeldesystems IFS. Techn. Mitt. PTT
4 s v 9(1977) .
As it is assumed that Bo=Wc,=Or cL="eN™CA. /2/ WAAS,0.: Periphere Prozessoren im Integrierter™
Therefore ' Fernmeldesystem IFS1. Bull des EV, Sept'1976‘xw}
S - /3/ BUSER,M.S.: IFS, das Integrierte Fernmelde-
Aox Epttesttpstty) * Oeptiey) (tpttegttys/2hee) system. Siemens-Albis Berichte, Nov.1977.
+ (t 4ttt b ott) =1 : /4/ BACHMANNA.E.; LORETAN,R.P.: Integrated di-
ACA T "SS LS "PS E ) gital telecommunications system. Eurocon,

oct 1971, paper B8-3.

For the size MAXI: Agy*103 msec +Age11imsec = 1 /5/ wUHRMANN,K.E.: The IFS-1 PCM Integrated Tele-

communications system. Techn. Mitt. PTT, Nol,

or for A .. =A_. . =X/2
? en“tea™M2 = 9.35 call establ./sec 1975,p. 32 Ef.

MAX

/6/ HERHEUSER,R.: Independet network planes to se-
cure operation of integrated telecommunication
system IFS-1. Proc. World. Telecom. Forum,
Geneva, Switzerland, 1975, paper 2.2.1.

Therefore 33660 BHC are possible in the stationary
border line case.

according to COBHAM /8/ the mean waiting times /7/ BEESLEY,K.E.: The foundations of system IFS-1.
{expectation values, without service times) are 185'72, Boston, p S55ff.
4 /8/ COBHAM,A.: Priority assignment in waiting.
I.A (1+c2 Yh T line problems. Operations Research 2(1954),
121977 Hi' i w1 i -
W Ty 70-76.
2(1—A1) 1-A =R,
1—A1
Toyn™ T
W3 W2
1 A1 A2 A3

ITc-o - | WIZGALL / KRAMER / MAYER-8



