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Abstract— The Controller Area Network (CAN) is a robust, The independent domains are interconnected by an
low-cost, and simple event-triggered technology for connecting embedded CAN-CAN gateway. In embedded system design
electronic control units in the manufacturing industry and engineers have to optimize the resources, reducing the size

vehicles. Today's real-time control systems are distributed over d ts of th ts. K ing th ts |
a multitude of CAN systems (domains) which are connected and costs or the components. Keeping the Costs low means

via embedded gateways. A failure or overload situation in the reducing the needed resources to a minimum and designing
gateway can affect several domains. Furthermore, gatewaydten it as simple as possible. CAN systems are mass-products, so

become bottlenecks between the domains and in the case ofthe cost savings can be multiplied by millions of items. On
CAN buses they can pose further problems with respect to the 1na gther hand, a failure or overload situation of a gateway

priority-based network access method. Due to this access meittho ffect d . T fulfilling th
and the limited resources (e.g., buffer capacity) embedded CAN- ¢@n aflect one or more domains. 10 sum up, Iulliling these

CAN gateways have to be dimensioned accurately. Otherwise, Fequirements leads to a trade-off between deployed ressurc
unacceptable processing delay and message loss within the(e.g., CPU resources or buffer capacity) and costs. Magagin

gateway can occur. , . . , this trade-off is one of the challenges in designing embedde
The main contribution of this paper is to investigate the systems and in our case a CAN-CAN gateway

optimized dimensioning of an embedded CAN-CAN gateway with = | h d CPU . h
regard to minimizing gateway resources in terms of processing or example, shortene resources can Increase the

and buffer capacity and decreasing message loss at the same timeforwarding time of a message, whereas in real-time control
For that purpose a CAN bus and a gateway model are described systems a predictable end-to-end message delay is required

and used to investigate scenarios with two domains connected Additional delay can be introduced by the gateway due to the
via a gateway. priority-based network access method of CAN buses. Longer
I. INTRODUCTION delays or message losses can destabilize a real-time tontro

In February 1986, Robert Bosch GmbH introduced the ser@yStém [14]. Thus, in this paper possibilities to decrease
bus systenController Area NetworKCAN) to reduce the size the delay in the gateway are investigated. Furthermore, the
of the wiring harness. CAN improved the weight, reliabilityimpa_c'[ on message delay caused by additional traffic will be
serviceability, and installation. Due to its robustness,lgw ~Cconsidered. o
cost, and the simple-event triggered communication mechaBeside the CPU resources the buffer capacity is a further
nism CAN is one of the dominating bus protocols used fdfPortant, limited resource. Today, an embedded CAN-CAN
real-time control systems, not only inside vehicles, also Pateway is usually integrated into a single-chip microoaifer
machine control and factory automation, etc. with a fixed buffer size. In many cases, this buffer capacity h

Real-time control systems are often distributed over g be allocated individually to the input and output queug.(e
multitude of CAN systems (domains) which are connectd@l) depending on the connected domains. If the connected
via gateways. The reasons for such multi-domain systems Brses have different transfer rates, the gateway has taderov
manifold and depend on the field of application. One of tfRhough buffer capacity in the output queue to the low-speed
main targets is the reduction of complexity. Furthermanghie bus, otherwise message loss can occur. However, even in
case that one bus fails, other buses are not affected. lislgehthe opposite direction some buffer capacity is necessary to
domains with different emphasis on safety and reliabiligest  Store low priority messages until they win the arbitration.
to be kept separate. In manufacturing areas the network Tidis asymmetrical assignment of the limited buffer capacit
partitioned into small parts, since a shorter bus lengttblesa to avoid message loss is an issue and will be addressed in this
a higher transfer rate due to the carrier sense multiplesscc@aper.
scheme of CAN. Finally, a domain can group technological, Among other things, the buffer capacity can impact the loss

topological, and functionatlectronic control unit{ECUs). ~ Probability and the mean waiting time of messages. In real-

time control systems, it is preferred to drop a messageandste
with the Institute for Systems Theory and Automatic Controhivérsity of . .
Stuttgart, Stuttgart, Germany, as a scientific staff member. obsolete. Therefore, this trade-off between loss proltglaind
Email: rainer.blind@ist.uni-stuttgart.de mean waiting time will be investigated, too.
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Motivated by the priority-based network access method atite highest priority wins the arbitration process unmodifie
the aforementioned trade-offs the objective is the optuliz and the others terminate the transmission. This meanstthat t
resource dimensioning of a CAN-CAN gateway with emphasisansmission of the message continues after the arbitratiaol
on processing and buffer capacity and decreasing messsgle i® not restarted — no further delay due to collision resoluiti
at the same time. For that purpose, first an overview of rélates introduced. CAN is non-preemptive, i.e., a message tloat w
work is given. In section three and four a functional deswip the arbitration process will always be transmitted congilet
of a CAN system and a CAN-CAN gateway are given. Imwithout regard to higher priority messages that arrive atterl
section five models are described and used to investigai@int. Due to its priority scheme and the partially stoclast
scenarios with two domains connected via a gateway. Themrival process of higher priority messages, CAN can notgua
section six shows the results that have been achieved witlargee deterministic response times for messages with lower
simulation representing a general interconnection schemepriorities. Worst case response times can only be guardntee
its simplest form by using two buses with different data satdor deterministic and other special arrival processes.
and one gateway. In this section estimations about how arA CAN message frame consists of an arbitration field,
embedded CAN-CAN gateway should be dimensioned wittontrol field, data field, CRC field, ACK field, and an end-
respect to processing time and buffer capacity are giveof-frame field. The priority of a CAN message is determined
Section seven shows how the gateway must be dimensionedyothe identifier (a part of the arbitration field) which has
handle a burst of high priority messages. Finally, a conetus a size of 11 bit (Standard CAN) or 29 bit (Extended CAN)
and an outlook is given in section eight. respectively. Identifiers corresponding to low binary nemsh
enjoy a high priority and vice versa. Each identifier relates
a message with a certain content. Therefore, no identifier ca

The diversity of network interconnection leads to many pulwccur more than once on a single bus. The identifier is also
lications. In [1], the author lists about 380 papers, docutsie used by all receiving nodes to detect whether the message is
and books dealing with the various aspects of network intaelevant for them since CAN does not use addressing and all
connection. messages are broadcasted.

Only a few papers discuss the interconnection of CAN- CAN uses a bit-stuffing mechanism for synchronization and
CAN systems. In [2], the authors address the design aertor detection which increases the frame size by up to 20%
implementation of a bridge which provides a selective framend thus reduces the throughput. After five consecutivelequa
retransmission function in interconnected CAN systems. hits the sender inserts a stuff bit into the bit stream. This
[4], the author describes general aspects and strategies dmiff bit has a complementary value which is removed by the
data transfer between CAN network subsystems, but variowegeivers [8].
aspects of dimensioning the resources in a CAN-CAN gatewayThe CAN specification limits the maximum transfer rate to 1
are not addressed. MBiIt/s. Typical transfer rates in manufacturing and auttiue

In [3], the authors analyse the performance of bridged CABhvironments are 500 KBit/s, 250 KBit/s, and 125 KBit/s.
systems using the benchmark of the Society of Automotitdore detailed descriptions of CAN can be found in [5] and
Engineers similar to our work. Additionally, in this papexo [15].

CAN systems with different transfer rates are connected and

the message loss probability when reducing the buffer égpac IV. CAN-CAN GATEWAY

is investigated, too. The complete communication system consists of a num-
ber of ECUs which are connected to different buses. These
compounds build the domains and are interconnected by

The Controller Area Network (CAN) is the most gateways. What requirements has to fulfill a gateway in a
widely used automotive network for communication betweemanufacturing environment or an embedded in-vehicle CAN
electronic control unit§ECUSs). It was developed in the 1980ssystem to transfer cross-domain data between the domains?
by Robert Bosch GmbH, a German automotive supplier, asThe CAN-CAN gateway interconnects the domains on the
a communication bus for in-vehicle electronics. AlthougHh,ogical Link Control or the Medium Access Contrdlevel
designed for vehicle applications, it was adopted to différ in the protocol hierarchy. Normally, an interconnectionitun
scenarios and is nowadays used for embedded networkimgyrking on this protocol level is called a bridge. However,
machine control, factory and building automation, medicéh a CAN-CAN gateway certain messages with less than 8
electronics, etc. Bosch’s original specification [10] wah-s bytes payload might be combined/packed to a new message.
mitted for international standardization in 1991 and latéfhus, this interconnection unit implements functionabtion
became an ISO standard documented in [8]. application level.

CAN is a robust, low-cost, and simple event-triggered bus Gateways connect two or more buses and pass data from
system. It useLarrier Sense Multiple Access with Collisionone bus to the others. Passing data includes simple message
ResolutioCSMA/CR) as medium access control mechanisrforwarding as well as assembling new messages from the data
Simultaneous access of several nodes to the bus is detextedad received messages before forwarding. Gateways inteduc
a collision is resolved in such a way that the message wisldditional delay due to message processing: The destinatio

II. RELATED WORK

IIl. CONTROLLERAREA NETWORK
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domain has to be identified, the message itself has to be Ain, Ain
processed and finally access to the bus must be won. If
an incoming message must be forwarded to several domains ~ (Fierx — — — — -
copying is necessary. If the message should be available on
several domains, it can not be simple copied. One reason is
that the message identifiers must be adapted to each domain
[4]. In this case the message identifier must be changedrwithi
the gateway. This mapping is stored in a look-up table.

As mentioned before, if the connected buses have different Thow @é - %Look-up

Rx-
buffer

Round-Robin-Scheduler \y

transfer rates the gateway must provide enough buffer dgpac table
in the direction from the fast to the slow bus, otherwise Dispatcher
message loss can occur. 7 1

To sum up, gateways are a necessity producing additional Tx-
costs and weight while not directly providing a customer- buffer |— —
observable benefit. This requires implementing embedded v
gateways whose performance in terms of load, delay, and outy
message loss have to be sensitively assessed. On the ope side I iy S

. . 1. Gateway model with filter, receiving queue, server iftentifier

the gateway resources should not be oversized due to Eﬁggaﬁon’ and transmission queue.
significance of the costs in the automotive industry. On the
other side, the throughput and robustness must be guadantee
even with an increasing workload. Hence, it is extremely The parameter. describes the number of attached buses.
important to optimize their performance while minimizingThe filter verifies with the help of thtook-up tablewhether
their disadvantages. an incoming message has to be forwarded to another bus or
if the gateway itself is the destination. However, the fiiter
processing timely riter has to be much smaller than the
A. CAN model transmission time of the respective bU$; can to avoid

In this paper the model presented in [11], [12], and [13hessage loss caused by blocking. This filter functionabty i
is used. It uses a single non-preemptive server as a mouteplemented in hardware and dooa-the-flywhile receiving
of the bus. The transfer rate on the bus is determined by tthe message. Thus, we assuffieriier — 0 and the filter is
server holding timeTy can Where the holding time equalsonly considered as a functional unit without any impact an th
the transmission time of a CAN message. The bit-stuffirgateway’s performance and its message loss.
mechanism can be taken into account by using a higherThe Round Robin Scheduleguarantees a fair balanced
Tu,can or another suitable distribution function. A priority scheduling for all connected buses. Messages can simply be
multiplexer simulates the arbitration of the CAN by alwaygassed through by the gateway, or the identifier can be dltere
selecting the queue with the lowest message identifier at litg means of the look-up table (this corresponds to message
head first due to the fact that identifiers with low numbengcomposition).
enjoy a high priority. The dispatcher routes the message to the corresponding
destination queue. If the message is destined to more than on
outgoing bus, it will be copied and enqueued correspongingl

With respect to CAN buses, two types of gateways exist: The delay of an individual message in the gateway can be
(1) gateways which connect two or more CAN buses, and ()|culated as

gateways which connect CAN buses to buses with different

technologies, e.g., Ethernet or FlexRay. Although, we only Tow = Trx + Ta.cw + Trx, 1)
consider the first case in this work, our model shown in _ ] ] )
Figure 1 is universal and considers both cases. In the cas¥’hereTrx is the delay an incoming message has to wait
of heterogeneous connections the gateway’s task is mépdil the message is servedu qw is the gateway holding
elaborate: It has to provide different media access meshas)i time and7r, is the delay until an outgoing message can be
efficient mechanisms for address translation or protocapad S€nt in the destination domain.

tation, and it must possibly adapt to QoS requirements.

The gateway model shown in Figure 1 is based on the
Store-Modify-Forward-PrincipleMessages are received from By means of simulation we investigate how an embedded
the source bus, possibly modified by the server and then s@RN-CAN gateway must be dimensioned with respect to its
to the destination bus. Thus, the gateway can be decompopeatessing time and buffer capacity. The model of section
into three major elements: (¥@ceiving queue (Rx-bufferf2) V was implemented and simulated with th€R Simulation
server with phase duratiofii; gw, and (3)transmission queue Library (IKR SimLib) [7]. The IKR SimLib is an object-
(Tx-buffer) oriented class library for event-driven simulation.

>
>

out

iy

V. MODEL

B. Gateway Model

VI. RESOURCEDIMENSIONING
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The integration of additional traffic into an existing CAN 100 ‘
system is investigated. The existing system consists of t P P
CAN domains with different transfer rates. We assume CA O e p,
messages with a constant payload size of 8 bytes and a 8r  p P
stuffed message size of 125 bit including header and tail.
the high-speed domain (500 KBit/s) the bus holding time
constant withTy can.,, = 0.25ms and in the low-speed
domain (125 KBit/s) withTs ¢ an,,, = 1ms.

In order to show principle effects of the system we limite:
ourselves to a simple traffic characterization. Both domail
contain three priority classes with a Markovian arrival gess. 20
The highest and lowest priority generate 10% bus utilizgtio 100 1
the third source 40% and simulates all other backgroun D e Thaw ™ o' Theat
traffic. Thus, each domain has a bus utilizationpof 60%. 20
In general the bus utilizatiop can be calculated as

0 P, P
60-
50-

40

Mean Transfer Time [ms]

30

5 le . 15
Gateway Holding Time T [ms]

H,GW

n Fig. 2. The transfer time from the start to the destination dardapending
on the gateway holding time. Without any queuing effects,tthasfer time
p= Z A’L : TH,CANa (2) would beTHﬁGW + THﬂ(jAN125 + TH,CAN500-
i=1

where n is the number of priority classes and is the
arrival rate of messages with priority

The aforementioned additional traffic has to send messagesince the transfer time depends on the gateway holding
from the high-speed to the low-speed domain. This traffime, now this dependency is investigated. Figure 2 shows th
is modeled as a Markovian arrival process with a medR€an transfer time from the start to the destination domain

interarrival time of 25 ms which implicates an increaseffiza d€Pending on the gateway holding time. On the x-axis the
of 1% in the high-speed and 4% in the low-speed domain, 92teway holding time7y,cw and on the y-axis the mean
transfer time is shownP; — P; means that the messages

of the additional traffic have the priority in the source and
the priority 7 in the destination domaint is the highest and
As mentioned before, in a CAN system the low priorityy the lowest priority in the entire system.
messages have to wait until all high priority messages areAs expected the mean transfer time increases with the
handled. For integrating a novel application a new messaggteway holding timéi; cw. Except for the case of a minimal
identifier (priority class) has to be assigned. There is sonyéilized gateway its holding time and the resulting queu-
degree of freedom in choosing this priority. If a high prigri ing effects dominate the mean transfer time. As mentioned
is chosen then the messages will get a fast bus access, bupélbre, the existing system should be disturbed as less as
other messages have to wait longer. Using a lower priorigy tiyossible. Since we investigate the dimensioning of thevgate
messages will get a longer waiting time. In each domain thesources, and not the optimal priority assignment, we will
mean waiting timeF [Ty ;] of a message with priority (P;)  consider low priority messages for the additional traffic.
can be calculated as follows [9]: Using a powerful gateway leads to a lower transfer time,
since no waiting time in the input queues occurs. Increasing
14 - Th.can, (3) the gateway hglding tim&y ow results.in anger input_ queues
2(1 = 0i-1)(1 — 05) and transfer time. As can be seen in Figure 2 this queuing
effect dominates the mean transfer timeZif gw > 15ms.
=i Due to the mean interarrival time df/\ = 25ms for the
0 = ij and p; = A, - Th.can, (4) additional traffic the gateway utilization Baw = _60% at
= Tu,cw = 15ms. To sum up, the gateway utilization should
be less thar60%.

B. Gateway Holding Time

A. Impact of the Identifier

E[TWJ] =

with

wherep; is the bus utilization generated by, messages. _

The mean waiting timé? [T ;] depends on the bus utiliza-C- Buffer Capacity
tion generated by all higher priority messages (), its own Until now, unbounded input and output queues were used
messagesy(), and also on the overall bus utilizatipn Using in the gateway. This is only possible for a simulated system.
a low priority for the novel application increases the busdo Every system has limited resources and hence a bounded
p and thus the mean waiting time of all messages marginalbuffer capacity leading to message loss. If the queue is full
In the case that the highest priority is assigned to the nowid a message arrives, the incoming or a queued message must
application the mean waiting time for all other messages lie dropped. The dropping of the incoming message reduces
significantly increased due to the priority-based bus acces the mean waiting time since this message would get a long
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Loss Probability

fffff Mean Waiting Time

Loss Probability
N Y]
o (6]

H
(5]
Mean Waiting Time [ms]

L
=y
o

2 3 4 5 6 7
Input Queue Size s [number of messages]

Input

Fig. 3.
with different queue sizesr, . and gateway holding timesy, cw .

waiting time due to the full (long) queue. Another strategy i
to drop the message which is at the head of the queue. T
also reduces the mean waiting time, since the message in
gueue which has the longest waiting time so far is lost. It
easy to implement with a ring buffer. There is nothing mor
to do than override the oldest message. In further studies,
use the drop head strategy.

1) Input Queue:In Figure 3 both the loss probability and
the mean waiting time in the input queue with different quet
sizeSsiput and gateway holding timeés; ¢w are shown. The
solid curves show the loss probability and the dotted curv
the mean waiting time in the gateways’ input queue. Ea
curve of this figure shows either the loss probability or th

Loss Probability

The loss probability and the mean waiting time in theuingueue Fig. 4.

probability.

Loss Probability

10

The mean waiting time in the input queue depending onldbe

10°F T

Soulpul =1

I——»}\_I\

—3|

+ S foutpu! =2

1\ N Soulpul =3 \I\ o
1. t

IT

100 P

4 6 .8 10 2
Gateway Holding Time T, oW [ms

14

16

mean waiting time for a constant gateway holding time ar
varying queue size. Reducing the buffer capacity incretises
loss probability, but also decreases the mean waiting time.Fig. 5. The loss probability in the output queue dependinghengateway
Figure 4 shows the same data from another point of vief?/4"9 timeTi,cw-
Each solid curve of this figure shows the loss probability and
mean waiting time for a constant queue size while varying
the gateway holding time. Following a curve from left to 2) Output Queuemthis sce.nario the loss probability i.n thg
right means increasing the gateway holding time witho@Utput queue is considered. Figure 5 shows the loss pratyabil
changing the queue size. Each dotted curve connects théhe outputqueue for different queue sizes.,.. depending
points with the same gateway holding time and thus allov the gateway holding tim&y cw. An increasing gateway
a better comparison of the different queue sizes. This figu€!ding time reduces the loss probability. This is espécial
helps in dimensioning an embedded gateway. Starting wifiye for a buffering size 0fouiput = 1.
the requirements for the loss probability and waiting tithe t  If @ short gateway holding time dfy,cw = 1ms is used,
correct input queue size and optimal gateway holding tinte cthe gateway will push messages into its output queue as fast
be estimated by means of this figure. as they could be transmitted in the destination domain. Due t
If the embedded gateway is powerful enough, there is figeir low priority they have to wait until all higher prioit
loss in the input queue even if a buffer capacity of one is useiessages are handled. While waiting for bus access, they
In this case the gateway must handle all incoming messagég overtaken and replaced by the next message. Thus, the
before the next message arrives, so probability for message loss is high.
T If a longer gateway holding time (e.dly cw = 16ms)
H"CAN‘}, is used, then the messages have a higher chance to gain
n bus access before the next message arrives. As an interestin
wheren is the number of connected domains @idcan;,
is the bus holding time of théth domain.

®)

TH,GW S min{

effect, the gateway holding time is important for the loss
probability in the output queue. Increasing the output gueu
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0.181 sInput : SCJutput

Loss Probability
Mean Transfer Time [ms]

—7)

14 16 ] 2 14 16

4G 6H di 8_|__ TlO ]’12
ateway Holding Time T, .\, [ms

4G 6H di 8_|__ TlO ]’12
ateway Holding Time T, ., [ms

Fig. 6. The loss probability with different queue sizg§,.+ andsoutpus  Fig. 7. The mean transfer time of the low priority messages ird#stination
depending on the gateway holding tirfig; cw . domain depending on different burst sizes and gateway twkitime Tt cw

size reduces the loss probability. There is no more sigmificavould be the usage of a more powerful gateway which leads
loss if a buffering size 0boyipus = 4 is used. to higher costs. Therefore, the impact of the gateway hgldin
3) Entire Gateway: We have considered the input andime on a burst of high priority messages will be investigate
the output queue individually. Now, the entire system with We model this effect by using one source, sending highest
bounded input and output queues is investigated. The Igu#ority messages, which groups this ECUs. In order to in-
within the gateway is naturally the sum of the input and ottpmestigate this burstiness, we assume a talkspurt-silenoee
loss. Above was shown that a powerful gateway reduces thbich generates messages with the same mea¥af and
loss in the input queue. The previous section showed that\eary the burst size. The talkspurt-silence model altesiate
inefficient gateway reduces the loss in the output queue. talkspurt (on) and silence (off) periods and complies with a
Additionally, the loss probability also depends on the quewn/off process. Only during the talkspurt periag- packets
sizes. The input and output queues have to share the buffeives.
capacity of the CAN module. We denote the sum of the input For messages of the bursty source the highest priority in
and output queue size by-~. A good partitioning takes the both domains is used. Thus, the buffer capacity of the gatewa
gateway holding time into account. This section shows tleein easily be limited without loosing messages. Using an
optimal partitioning and gateway holding time for a limitednput queue size larger than the maximum burst size will
buffering size ofsy~ < 4. avoid message loss, independent of the gateway holding time
Figure 6 shows the loss probability with different queudhe same holds for the output queue. But the output queue
SizeS siput and soutput fOr all possible configurations. Thesize can be further reduced by a proper dimensioning of the
minimal loss probability is achieved in the caseTaf cw < embedded gateway. Since a highest priority message gets bus
2ms and as much buffer capacity as possible at the outpatcess immediately after the last message is finished, aotout
queue §ouput = 3). In the case of a powerful gateway theouffer capacity of one is sufficient if the gateway holdingéi
loss in the output queue dominates the overall loss. Thereigdarger than the bus holding time.
an optimal partitioning of the buffer capacity for each geig Clearly, a bursty source with high priority messages will
holding time. The more powerful the embedded gateway, tA&ect both the start and the destination domain. Due to the
more buffer capacity must be assigned to the output queudower transfer rate of the destination domain this impact is
There is also an optimal gateway holding time with minimalnacceptable. The objective of this section is to show that a
loss for each partitioning. Using one input and output buff@roper dimensioning of the gateway holding time can limit
reduces the buffer capacity to a minimum. In this case tfieis impact.
optimal gateway holding time i8ms < Tg.cw < 4ms as Figure 7 shows the mean transfer time of the low priority
shown in Figure 6. ' messages in the destination domain depending on different
burst sizes and gateway holding times. For all curves the
same mean interarrival time, but a different burst size, was
In section VI we described a very conservative dimensioningsed. Figure 7 shows that a long burst duration increases the
of the embedded gateway to reduce hardware costs. In a wongtan transfer time of the low priority messages. The figure
case szenario a burst of high priority messages can ocalso shows that this impact on the destination domain can be
when several ECUs are sending more or less at the samaduced by increasing the gateway holding time. There is no
time asynchronously. An intuitive approach to handle thistbbou more significant difference of the curves if a gateway haidin

VIl. TALKSPURT-SILENCE SOURCE
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Fast gateway holding time of Ty ,cw = 3-TH,can,,s- IN this case the burst

1111 . is mitigated by the slow gateway and thus the low priority
Arrival messages in . I
llll gateway’s output queue messages can be sent before the next high priority message
occurs.

Arrival messages in the So far, only the mean transfer time of the low priority

ECUs’ output queues messages was considered. But there are other issues caused b

Bus occupancy bursts of high priority messages. During these burst aleoth

messages have to be queued in the ECUs. Thus, each CAN

time t module must have a sufficient large output queue to avoid the
loss of messages. After this high priority burst there wél &
burst of the next priority. The receivers of this messagestmu
be able to handle such bursts.

[ —
<
l——
<<

Slow gateway

1 1 1 1
Arrival messages in
l l l l gateway’s output queue VIII. CONCLUSION
3 2 3 92 3 5 3 9 Motivated by the limited resources of an embedded CAN-
Arival messagesinthe  CAN gateway and keeping the costs low we investigated the
ECUs’ output queues . . . . .
optimization of resource dimensioning of such a gateway,

Bus occupancy

=

focused on the gateway processing time and its buffer cgpaci
l ﬁt Given the fact that CAN systems are often segmented into
various domains the gateway performance in terms of load,
delay, and message loss plays an important role. In the case
Fig. 8. Two different sequences of messages on the dependénitie of connecting domains with different transfer rates reseur
gateway holding timél, cw - dimensioning regarding output and input buffer capacity is
more important.
While dimensioning an embedded gateway we always have
time of Ty qw > 10ms is used. to find the optimal balance between the transfer time and
A powerful gateway forwards a burst directly into the desits loss probability. But in the priority-based network ass
tination domain. In the destination domain all other messagmethod of CAN it is more difficult due to the fact that
have to wait until the burst ends due to its high priority.Hist the transfer time and loss probability depends on the traffic
burst has finished a burst of messages with the next highggkracteristic of other ECUs. While dimensioning one ECU
priority will follow. This continues until all except the W@ and its resources we have to consider all other ECUS.
priority messages are handled. After some time the bus esach The minimal loss probability is achieved in the case of a
the stable state again. This leads to a high transfer time f@$werful gateway and as much buffer capacity as possible at
the low priority messages. the output. As an interesting effect, the longer the prdogss
Increasing the gateway holding timB; ¢w reduces the time within the gateway, the more buffer capacity must be
mean transfer time of the low priority messages. Such a&signed to the input queue. Reducing the buffer capacity
gateway behaves like the leaky bucket algorithm which isluseeduces the transfer time, but increases the loss protabili
for traffic shaping and thus leads to a more constant flow The gateway holding time is critical if a burst of high prigri
messages. There are no bursts of high priority messages amgssages occurs. A powerful gateway forwards bursts from
more. After a high priority message drops into the destomati one domain directly to the other. A longer holding time leads
domain there is enough time to recover before the next highh a more constant flow of messages and thus reduces the
priority message appears. impact, mainly in low-speed CAN domains.
Figure 8 shows the impact of the gateway holding time For this paper we have used simple traffic models. However,
Tu,cw on messages sending from other ECUs. This gatewpsut of our ongoing work is to refine these models.
forwards the high priority messages to the destination doma Furthermore, we used the Round Robin scheduler in the
In the upper part a fast gateway and in the lower part gateway for serving the incoming messages of the connected
slow gateway is used. Both parts also show the generatidomains. Part of our ongoing work is to investigate différen
of messages by other ECUs. To compare the two parts thesbeduling algorithms, e.g., thé/eighted Round Robifor
messages are generated equally. The upper part of Figurpr&ferring connected domains with higher transfer rates or
illustrates how the low priority messages are delayed dulego priority-based algorithm.
burst of high priority messages. The fast gateway forwands t We also used a fixed assignment of the available buffer
high priority messages faster than they can be transmittedcapacity. A dynamic allocation could reduce the loss pridbab
the destination domain. Thus, those messages must be quetyedue to a better utilization and partitioning of the aaile
in the gateways’ output queue. Due to their low priority théuffer capacity.
messages of the other ECUs must be queued, too. The loweln many fields of application, different network technolesi
part shows the effect of a slower gateway with a gatewayith completely different medium access methods are inter-
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connected. In the long term, our studies will be extended t(s]

heterogeneous interconnection scenarios with differeoéss

mechanisms and transfer rates, e.g., a CAN-Ethernet gatewg,,
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