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Abstract

Wireless ATM networks, which are currently under investigation, promise to support fu
multimedia applications. The medium access control (MAC) protocol of such systems pl
key role in providing differentiated quality of service (QoS). A variety of proposed MAC p
tocols use a centrally controlled flexible allocation of time slots. In order to provide a
scheduling, the mobile stations must inform the base station about the state of their qu
This is done by sending so-called request packets. As these updates consume valuabl
width, their frequency should be kept as small as possible. The proposed concept of com
hierarchical scheduling with fair queueing strategies requires only a very little numbe
updates and is insensitive against partially outdated information.

1 Introduction
Because of the trends towards multimedia and mobile communications broadband wi
networks which support advanced multimedia applications are needed in the near f
While for the fixed network new developments like ATM promise to provide differentia
QoS nowadays wireless cellular networks like GSM or IS-54 and wireless LANs
HIPERLAN1 (HIgh PErformance Radio Local Area Network) or IEEE 802.11 are mainly s
gle service networks which are not able to meet all these future demands. Therefore,
based wireless broadband networks are currently investigated by several companie
Olivetti [7] and NEC [13] among others as well as European R&D projects like the Ma
WAND ACTS project [11] and wireless ATM prototype systems are build. Moreover,
wireless ATM working group of the ATM Forum and the recently formed ETSI BRA
(Broadband Radio Access Network) project (former ETSI RES10 working group) started
the specification [3, 12] of various extensions to ATM protocols which are needed to cope
the mobility of users and wireless access.

In order to provide differentiated QoS, different ATM service categories (e.g. CBR
VBR, nrt-VBR, ABR, UBR) have been defined together with a framework of traffic mana
ment functions [2]. Moreover cell scheduling strategies [1] have been developed whic
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able to guarantee the network performance parameters [5] (e.g. cell loss ratio, cell tra
delay, and cell delay variation) specified in the traffic contract. In order to allow seam
access of wireless nodes to ATM networks, these networks must support the same servi
egories as defined for the fixed network. Hence, a medium access control protocol for wir
ATM, which is responsible for the resource management in the wireless network, must co
ate with the traffic management functions of the fixed ATM network and thereby constitu
robust and efficient overall control framework [14].

The remainder of this paper is organized as follows. In Section 2 we describe me
nisms and potential problems of wireless ATM MAC protocols. Then in Section 3 we ou
the principle of fair queueing strategies and in Section 4 the concept of hierarchical sched
in wireless ATM MAC protocols is introduced. In Section 5 we present first results from s
ulation studies and finally we conclude by giving an outline of future work.

2 Wireless ATM MAC Protocols
In order to control the allocation of radio resources in a fair and efficient manner, an appr
ate wireless MAC protocol is needed. A variety of MAC protocols for wireless ATM ha
been proposed recently in the literature. Their common features and problems arising in
protocols are discussed in the following. Most proposals (cf. [7],[9],[11],[13], and [8])
based on a reference model which introduces a wireless data link control (DLC) layer b
the ATM layer (see Figure 1).

The DLC layer is composed of the MAC sub-layer and logical link control (LLC) su
layer which deals with transmission errors. The up- and downlink are separated either b
ferent time slots or frequency channels, i.e. either time division duplex (TDD) or freque
division duplex (FDD) is applied. Due to the higher available channel bandwidth in the T
case a higher multiplexing gain can be achieved. Furthermore, in case of asymmetric
(e.g. higher bandwidth in downlink than in uplink direction) the FDD scheme cannot ut
the available bandwidth and therefore leads to a waste of resources. The major drawb
TDD is the radio turn-around time needed between any downlink and uplink time slo
switch from receiving to transmitting mode. Thus, the number of radio turn-arounds shou
kept small.

The radio medium access is centrally controlled by the MAC instance of the base st
and uses a TDMA scheme. In order to achieve high flexibility time slots are allocated on a
by slot basis. The base station acts as an ATM multiplexer with distributed input qu

Figure 1: WATM Reference Model
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located inside the mobile stations and in the base station itself (only in the TDD case). In
trast to concentrated ATM multiplexers the scheduler inside the base station has only i
fect and partially outdated information about the states of the input queues located i
mobile stations. In order to update this information, the mobile stations send control info
tion to the base station either piggybacked on data slots, in special control slots or in both
access policy on the uplink control slots is based on polling, random access, or a combi
of both. An example of a TDMA/TDD frame structure is depicted in Figure 2.

The base station initiates a new frame by sending a frame header including information
the allocation of downlink and uplink slots. The number of downlink and uplink slots as w
as the total frame length may be variable or fixed. Downlink data slots containing ATM c
downlink control information (e.g. for ARQ purposes), and error control information, foll
the frame header. Data slots allocated to the uplink direction are similar to downlink data
As uplink slots are sent by different stations, each packet needs an individual pream
allow synchronization. Moreover, due to imperfect compensation of signal transfer de
guard time is needed between each individual uplink packet (control and data packe
order to reduce the overhead caused by guard times and preambles, some protocols in
the concept of cell trains, i.e. if more than one data slot is allocated for one mobile station
frame they may be concatenated to one uplink packet [11]. As mentioned before, mobil
tions may send control information (i.e. queue state information, and ARQ information) in
cific uplink control slots which are located either before or after the uplink data slots.

The different protocols are distinguished by the scheduling algorithm used,
exchanged queue state information, the access policy on uplink control slots, and the s
guard times and preambles which strongly depend on the physical layer. The ATM cell t
fer delay and cell delay variation are heavily influenced by the amount and frequenc
exchanged status information and the scheduling algorithm. Therefore, traffic conformi
the traffic contract at the mobile station may be altered to non-conforming traffic which
therefore cause cell discards by the usage parameter control (UPC). In order to deal wi
problem the MAC algorithm may be adapted to the conformance definition of the UPC f
tion, i.e. the generic cell rate algorithm (GCRA). Additional changes of the traffic prof
caused by ARQ protocols at the LLC layer, cannot be prevented by this approach and
therefore be handled by traffic shaping, e.g. at the output of the base station. Beside
guarantees the MAC protocol must support the isolation of different traffic flows, i.e. tra
flows conforming to the traffic contract must not be violated by other flows that try to s
more than they are allowed to. Fair queueing strategies, developed for ATM fixed netw
support these properties and allow an efficient and fair sharing of the available resou
Therefore, we propose to adapt these strategies to wireless ATM MAC protocols.

Figure 2: TDMA/TDD frame structure
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3 Fair Queueing Buffer Scheduling Strategies
A variety of different fair queueing buffer scheduling strategies have been developed for A
fixed networks. These scheduling mechanisms provide guarantees on end-to-end dela
loss, and fairness for flows conforming to the GCRA. They are based on the generalized
cessor sharing (GPS) which was originally used for scheduling in multiprocessor sys
GPS uses a fluid flow model where all active flows are served parallel according to
assigned service share.

Packet-by-packet generalized processor sharing (PGPS) described in [10] tries to
GPS to a packet network environment where only one packet is in service at any time.
approximates GPS by scheduling packets based on their finishing times in the correspo
GPS system. A separate FIFO queue and a weight (service share) which is based
traffic parameters, negotiated during connection set-up, is assigned to each flow. The sc
ing algorithm shares the available bandwidth among all active connections (queue l
greater than zero) according to their specified weights. Hence, independent of all other
each flow is guaranteed at least its corresponding service share and spare bandwidth i
shared among all active connections. In order to determine the sequence of packets the

of virtual time is introduced and each packetk of flow i is assigned a service tag (virtua

finishing time). With :

(1)

The virtual finishing time of a packet is determined by the length of the packet ( , consta
ATM networks) divided by the corresponding weight ( ), the virtual finishing time of t

preceding packet, and the virtual time at the arrival of thekth packet, (see Eq. (1)). The vir-

tual time is calculated according to Eq. (2) whereC is the link capacity and is the set o
currently active flows.

(2)

The major drawback of this algorithm is its implementation complexity due to frequent ca
lations of the virtual time function which are necessary upon changes of the set of active f
Therefore, self-clocked fair queueing (SCFQ) was introduced in [4]. It approximates the
tual time function by the service tag of thelth packet of flowj receiving service at arrival time
of a new packet:

(3)

Note, if a new packet arrives at a queue with queue length greater than zero the service
the preceding packet is always greater than or equal the current virtual time in SCFQ. H
in this case the exact arrival time is not significant and the service tag can be calculated
the packet reaches the first position in the queue (Eq. (4)).

(4)

The adoption of this mechanism to wireless ATM MAC protocols is discussed in Section
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4 Hierarchical Scheduling in Fair Queueing MAC Protocols
A mobile station (MS) running multimedia applications on high speed networks may
likely use several active connections in parallel. If these connections have different
requirements, they cannot simply be multiplexed in a common MS FIFO queue. Hen
scheduler must determine the service order. In wireless ATM MAC protocols connections
be treated either separately by the scheduling mechanism in the base station (BS) or s
connections may be pooled and handled as one flow by the central scheduler. In order t
ize the second approach an additional scheduler is needed in the mobile station. We r
this as hierarchical scheduling.

In Figure 3 a mixture of hierarchical and non-hierarchical scheduling is depicted. While
connections of MS 1 are jointly treated in the base station scheduler, the connections of
are treated separately. Depending on the QoS requirements, several connections ma
common queue, e.g. several UBR connections. In the non-hierarchical approach the sc
ing algorithm inside the base station can determine for each connection individually wh
will be served. In order to make the right decision, the base station must have detailed inf
tion about the status of all queues in the mobile stations. This causes a high overhead
exchange of status information and hereby decreases the throughput of the system. Mo
the information in the base station is very likely to be outdated and therefore the „wrong“
nection may be served. As the BS scheduler has direct access to the queues located in
base station they can simply be served separately.

In the hierarchical approach the mobile station scheduler informs the base station s
uler only about the total number of waiting packets. Hence, a smaller amount of bandwid
needed to update this information. Furthermore, if using SCFQ scheduling there is no ne
send queue state information via random access as long as there is at least one cell wa
the mobile station. The scheduler in the mobile station may use different scheduling strat
it may use the same as the base station scheduler or a different one, e.g. a simple priority
scheduling or round-robin which we use in the following.

In our approach we use the frame structure depicted in Figure 2 and the SCFQ sche
strategy in the base station scheduler which serves the base station queues on a per con
basis. As described in Section 3, if a cell arrives at a non-empty queue the scheduler do

Figure 3: Hierarchical Scheduling Strategy
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have to know the exact arrival time as it can directly derive the service tag from the prece
cell of this flow. Therefore, a mobile station does not have to send an update packet
uplink control slots but will send the new queue length information piggybacked on its
data packet. If a new cell arrives at a previously empty queue, the mobile station se
request packet in an uplink control slot. Access to these slots is contention based accord
the splitting algorithm described in [6] which polls individual terminals if they collided twic
Hence, it guarantees the successful transmission of the queue state information at late
three frames. In order to get a non-decreasing virtual time function the scheduler in the
station uses the current virtual time at frame header generation to determine the service
the first cell of the corresponding flow.
At the end of each frame the base station determines the allocation of slots for the next f
For this it saves the number of waiting cells of each flow and maintains an ordered list con
ing a service tag for the first element of all active flows. Scheduling is done in two steps:

1 Up to a maximum number of iterations (maximum frame length) or until all queue len
counters are zero the scheduler removes the first element of its service tag list, gen
a transmission permit, decreases the corresponding queue length counters by one,
it is not zero, a new service tag is calculated using Eq. (4) and inserted into the se
tag list.

2 Permits are then separated in uplink and downlink permits and included in the f
header. Note, that this separation is necessary to limit the overhead due to turn-a
and guard times.

In parallel, the virtual time is updated according to the service tag of the cell currently in
vice. If the base station scheduler in the proposed hierarchical scheduling strategy sche
cell of a mobile station, this mobile station can still decide which of its connections mus
served first. Therefore, even if the base station doesn’t know about the arrival of an urgen
at the mobile station this cell can still overtake other cells at the mobile station and be tran
ted in the next mobile station data slot.

5 Simulation Results
In computer simulations we compared two different schemes, the hierarchical sc

where all connections of the mobile station are jointly treated by the base station schedul
the non-hierarchical case in which all connections are served separately. In the hierar
case a round-robin scheduler is used in the mobile station to serve its queues. We ass
scenario with five mobile stations where each of these sets up five connections in either
tion. Four on-off sources and one background Poisson source generate ATM cells. Durin
on periods the on-off sources equidistantly emit cells at peak cell rate. The number of ce
this period is derived from a shifted geometric distribution. The duration of the off perio
negative exponentially distributed. The selected values for the source parameters as w
their corresponding weights are depicted in Table 1. For the Poisson background t
lower weights are selected as this traffic should have lower priority. In the hierarchical cas
sum of all weights is assigned to a mobile station.

Table 1: Source Parameters

Source peak rate mean burst size mean rate

on-off1-4 2 Mbit/s 10 cells 300 kbit/s 2,5

Poisson - - 500 kbit/s 1,0

φi

φi
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For the MAC protocol we assume a raw data rate of 30 Mbit/s including all overhead. We
flexible frame length with a maximum of 20 data slots and an adaptive number of request
according to the algorithm described in [6]. The size of the frame header consist of a fixed
and a variable part which is dependent of the number of permits granted for this frame
guard times, described in Section 2, are set to 1µs between uplink slots and 5µs between uplink
and downlink phases (transceiver turn-around time). The size of the uplink and downlink
slots were chosen as 60 Bytes including preamble and control information. The size of re
packets is 9 Bytes. Assuming a maximum frame length of 20 data slots and three reques
this results in a gross system rate of 23 Mbit/s (including ATM and AAL header overhe
The system load was chosen to 74%, i.e. 17 Mbit/s.

First results obtained from computer simulations are shown in the following figures.
we envisage the uplink direction. In Figure 4 the complementary delay distribution func
experienced by the Poisson as well as the on-off sources are depicted. As shown there, t
fic strongly profit from the proposed hierarchical scheme and also the mean value of the
( ) is lowered. Compared to the on-off sources the Poisson source benefits more fro
hierarchical approach. This results from the round-robin scheduling strategy in the mobil
tion where all connections are treated equally in contrast to the non-hierarchical case whe
weight of the Poisson source is lower compared to the on-off sources.

Figure 4: Uplink direction, Poisson and on-off sources

Figure 5: Downlink direction, Poisson and on-off sources
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As the results obtained for the downlink direction (see Figure 5) show, the connec
slightly suffer from a higher delay in the hierarchical case. In the hierarchical scheme
weight of a mobile station was chosen as the sum of the weights of its connections. Ther
even if only one uplink connection of a mobile station is currently active it will be serve
this higher rate. Hence, the performance of the downlink connections is decreased.

6 Conclusions
In this paper we have proposed the application of fair queueing strategies to TDMA/T
wireless ATM MAC protocols. Moreover, the concept of hierarchical scheduling is introdu
and evaluated by computer simulations. From system architecture point of view this co
allows to distribute the scheduling complexity over base stations as well as mobile station
a consequence, this leads to a rather simple and general base station architecture, wher
cific requirements for services are taken care of in the mobile station. Furthermore, the r
of our performance investigations have shown that the hierarchical scheme lowers the
of uplink traffic while at the same time only slightly affecting the performance of the downl
connections. Currently, we are investigating the use of more advanced queueing strate
the mobile station. Moreover, in order to improve the performance of the downlink con
tions sophisticated assignment schemes for weights in the hierarchical scheduling case
introduced.
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