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Abstract
Daimler-Benz Researcand the International ComputeBcience Institute (ICSI)
participated inone of the first transatlantic Asynchronolinsfer Mode (ATM)
field trials. Wedescribethe intention of the project Multimedia Applications on
Intercontinental Highways (MAY),its infrastructure and results of various
performanceevaluationsbased onClassical IP over ATM (CLIP)and LAN
Emulation (LANE). Inadditionthe commonlyused videoconferencingpol "vic"
was evaluated in various measurements. We discuss the state of thevide arka
ATM networksandtheir limitations. Finally, solutions to some of tpeoblems
are outlined.

Keywords
ATM, ATM LANs/WANSs, LAN Emulation, IP over ATM, Field Trial

1 INTRODUCTION

Today we carobservethe evolution from exporbriented to global operating
companies. Irorder toopen up new markets their speaiedshave to be taken
into account duringhe development of productsThis requires besideglobal
productionworldwide research andevelopmentintegratedsolutions including the
areasComputer Supported Cooperative Work, Concurrent EnginearidgHigh
Performance Communications areeded tasupport the collaboration @ngineers
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spread all over the world. Therefore more flexible network infrastruchumading
higher bandwidth than nowadays corporate networks are demanded.

ATM is the first networking technology which allows higheedcommunication
for both localand wide aremetworks using the same netwarfrastructure. It is
ideally suited forall kinds of applications, contrastingpdays situation where
different services usdlifferent network technologies. ATM has the potential to
embrace both corporate and public networks, voice and data communication.
The project MAY examined ifATM can satisfy theseequirements. The MAY
project was initiated by T-Berkom, a subsidiary of Deutsbtblekom. The global
ATM network for the MAY testbedwas provided by DeutscheTelekom, Sprint,
GlobalOne and Teleglobe.

This infrastructure was used by several companies and research organizatésts to
and develop new applications and communication protocols. Several applications in
the areas cooperative engineeringdistance learning, and telemedicine were
envisaged. Insection 2 wedescribethe MAY network infrastructure. We then
present in sections 3 networBnd in section 4 applicationperformance
measurements. Finally we draw several conclusions.

2 MAY NETWORK INFRASTRUCTURE

The connectionbetween ICSI Berkeley (California, USA) and Daimler-Benz
Corporate Research Ul(Germany)was composed of severglartsmadeavailable
by the service providers mentioned in Figure 1.

—45 Mbps 1: MFS Worldcom
w155 Mbps 2 Sprint
3: GlobalOne
4: Teleglobe
5: Dt. Telekom

ICSlI(Berkeley)

Burlingame

Figure 1: ATM Connection between ICSI (Berkeley, USA) and Daimler-Benz
Research (Ulm, Germany)

Due to the lack obtandards animplementations oB-ICI (Broadband Intercarrier
Interface),PNNI-1 (Private NetworlNode Interface) and).2931 no signalling is
available in current widareaATM networks. The sole possibility tmterconnect

local ATM networks throughwide areaATM networks is to use Virtual Paths
(VP). The end systems (PCs and workstations) in both locations were connected via
local ATM switches to the wide area ATM network.



The networkproviders Sprint, GlobalOneand Teleglobeused spareapacity on

their ATM links. The VP from Berkeley to Hamburg was permaneculyfigured.

In order to setup an end to end ATM connection a VP from Ulm to Hamburg had to
be reserved andonfigured by Deutsch@elekom’s ATM networkmanagement
center in Cologne. The local ATM switchasd endsystemshad to be configured

on both sites.

To be able to reusexisting softwarewithout any changes weusedClassical IP

over ATM [RFC1483, RFC1577and LAN-Emulation Versionl1.0. Because the
network providersonly offered aconstant bitrate (CBR) service, wéad to use
traffic shaping in the end system ATM adapters.

3 NETWORK PERFORMANCE MEASUREMENTS

In order to examine which kind of applicationsan berun on top of the
transatlantic testbed wmadeseveral performanceneasurements. Weested the
throughputandround-tripdelay of TCP andUDP using CLIPand LANE in the

local and transatlantidTM network. For the transatlantic connection extended

TCP implementation [RFC1323] was used which solved the problem of "Long Fat
Networks (LFN)".

3.1 Benchmark programs and utilities

The public domain tool "netperf" [np] from Hewlett-Packard allows several kinds of
performanceneasurements. Of special interast measurements of thieulk data
transfer performance and request/response delagtaefork connections using TCP
and UDP.

To measurghe throughputetperf enableshe variation of sockeand message
sizes on the sender and receiver side. In the case of datagram oriented connectionless
transport protocols like UDP the losste is of special significance. All
measurements were performed over a period of 60 seconds.

To measurghe CPUload of the endsystems, the toofsar" wasusedwhich is
included inthe Solaris operating system. T@®U load was measured every five
seconds during the sending/receiving period.

To get information about the AAL5 PDUs sent/received by the Fore Adapter,

the tool "atmstat" was used. Atmstat is included in the Fore driver software.

3.2 Network configuration

As endsystemsseveral SUN workstations with varyingerformance were used:
From Sparc 5 to Sparc Ultra 2 with dual CPU. All the workstatlene aFORE
SBA-200 ATM adapter.Testswere performedunning Solaris 2.5and 2.6 beta
operating systems. The ATM Switch in Ulm is a Fore ASX 266 in Berkeley a
Bay Networks LattisCell switch. Figure 2 shows the test configuration.
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Figure 2: ATM test environment

The workstations use CLIP or LANE. In théde areanetwork permanent virtual
connections (PVCs) or Permanent Virtual Paths (PVReJje established.
Optionally a loop wagonfigured on aswitch in Canadaconnecting hosts in
Germany with about the sandelay. The PVCswere configuredvith a bandwidth
of 6, 26 and 5Mbps. Using the loomver Canadaalso simplified the task of
configuring theendsystems, as thewere atthe same location. The transmitting
endsystemsused trafficshaping toavoid cell loss in the interim switches of the
wide area network providers.

3.3 Performance in local ATM networks

This chapter summarizes the results of the performance measurements in the LAN.
First the TCPperformance oflassical IP over ATM wasvaluated. In ssecond

step TCP using LAN Emulation wansideredThe chaptercloses with some

UDP measurements using CLIP.

TCP performance using Classical IP over ATM

The TCP throughput using Classical IP waseasuredbetween the Sun
workstations sparc10 and sparc20 with varying message sizebufféiesizes of
both sockets were set to 64 kByte.

The message size wakreased insteps of 1024 Bytes. During threeasurement
the workstations and the ATM network weren't used otherwise.

Due to the lack of the computing power the workstatiomgddn't makeuse of the
full bandwidth provided by the ATM adapters (Figld&). Without theoverhead of
several protocol layers (SONET-OC3ATM, AAL5), AAL5 can provide a
maximum bandwidth 0f135.6 Mbps[atmarp], [krivda].CLIP and TCP overhead



are reducing this value because of SNAP header, AALS trailepaatding t0135.1

Mbps using the default MTU size of 9180 bytes.

The ATM adapters have an onboard RISC processor and special hardware to process
the ATM cells. Theyare providing aninterface tothe ATM adaptation layer 5
(AALDS). Therefore the processing of ATM cells doesn’t add further loathéohost
computers.

TGP-Throughput, ATM CLIP (155 Mbps), LAN Data-PDUs produced by Sender, ATM GLIP (155 Mbps), LAN, Ulira1->Ultra2
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Figure 3: TCP measurements in a LAN environment

The transfer rate decreases regulathputevery 8kByte. This isdue tothe MTU
size of 9180 bytes in CLIPWhen aTCP packet largethan the MTU size is
transmitted it has to be fragmented at the sender side and reassembleeceivibe
side. This operation isdonewithin the processor othe endsystemand decreases
the overallperformanceWith badfragmentation (e.g. 9216 or 18432 bytes) the
protocol overhead increases additionally [mol].

Figure 3b shows, how the number of PNdreases whethe packet sizeskips
above a multiple of the MTU size. The size of one PDU is limited byMhe-
size. Therefore an additional PDU is necessary gaeh thepacket sizestepsover
a multiple of the MTU-size. Figure 3b relies on the results ofnieasurements
with Ultra Sparc workstations.

These workstations seem kawve sufficientCPU performance tanake use of the
available bandwidth. A throughput of up to 130 Mbps was achieved.

The CPU load during this test was about 20% for the Ultra 2 dvith CPU and
40% for the Ultra. For small packet sizes the CPU load is significantly higleer,
for a packet size of 1024 Byte the CPU of the Ultra 1 was at its limits (100%).
To get a direct comparison of ti@&PU load of the sender andhe receiver, a TCP
transmission to "localhost" waseasuredThe tool "sar" only shows the total
CPU load of a host. To get a procesktedvalue for theCPU load, weused the
publicly availabletool "top". Figure 4 shows the result of theeasurement for
three different Send-Sizes.

For very smallpacketsizes, thesending processeedsmore CPUpowerthan the
receiver. For large packet sizes, the load gets more and more equalized.
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Figure 4: CPU load of sender and receiver (TCP)

TCP performance using LAN Emulation

For LAN Emulation similar measurement&re made. Ircomparison to Classical

IP, LAN Emulation adds an additional protocol layer and thus additional overhead to
the communication. The default MTU size {&thernet-)LAN Emulation is 1500
bytes.

The throughput of LANE for & CP stream betwee®un Sparc Ultra computers
reachesabout 110 Mbpsand is close to the theoretical uppémit. For small
packet sizes the throughput decreases to 60 Mbps (1024 bytes packet size).

The CPU load for these measurements is in thenge of 80-100% (Ultra 1)
depending orthe packetsizes.Compared tothe CLIP results, thdoad is about
twice as high.

The number of PDUs generated with LANE is about five times (50000) as high as
with CLIP. This is due to the reduced MTU size for LANE

UDP measurements using CLIP

The UDP measurements show that thaximum transfer rate idimited by the
processing power of the end systems. Due to the lack of flow control in the UDP
protocol a slow receiver can be overloaded by a fast sender.

In our testcase we send 6®1bps from a SUN SPARCstation 10 to a SUN
SPARCstation 20. In the othelirectionthe SPARCstation 2@ould send 102
Mbps but the slowereceiving workstation wasn’t able to procebss overload
leading to a packet loss rate of almost 100 per&ntilar resultsare expected for
UDP on top of LANE (not measured).

3.4 Performance in a transatlantic ATM network

For the WAN measurements, Classical IP was uskxbt of theexamined effects
correspond tothe TCP protocol. LAN Emulationwould therefore make no
difference. The following configurations were setup:

First wetested a defauimplementation of TCHetweentwo hosts in Ulm and
Berkeley. The availablbandwidthfor this connection was set to &d 26Mbps;

the roundtriptime was about 190 ms.

In a secondest, wemadesimilar measurementsith an extendedmplementation

of TCP supporting RFC1323 hesetestswere performedetweenhosts in Ulm

using the loopback in Canada. The roundtriptime of this connection was also about
190 ms. In order to measure therformance irthe wide areanetwork aPVC was



setupbetweentwo workstations (Figure 2andcell rates of 6, 26and 50 Mbps
were used.

To avoidcell loss in the ATM switches in thside areanetwork thetraffic was
shaped on the sender side to the peak cell rate [atmarp].

TCP performance with standard TCP implementation

For the TCP tests thmessage sizesere varied andocket sizesvereset to the
maximum value of 64 kByte. With the 6 Mbps as well as with the 26 Mbps
connection only a fraction of thgrovided bandwidtitould be usedapproximately
2.2 Mbps). The increase in bandwidth from 6 to 26 Mbadalmost noeffect to
the results.

Sun’s standardTCP implementation in Solaris 2.&annot exploit theavailable
bandwidth in anenvironment with ahigh-speed network connecticend large
round-trip delayThe problem of a high patbapacity is alreadywellknown. A
sender ofTCP packets has to waitntil the transmitted packetare acknowledged
by thereceiver(sliding window protocol [comer, brzi96]). Assuming theender
waits for anacknowledgment after ihas sent the maximumwindow size of 64
kByte means that a maximum of 64 kByte could be on the wire. Withurad-trip
delay of 190 msec the maximum throughput is 64 kByt80 msec= 2.7 Mbps.
SeveralTCP extensionsiave been suggested golve this problem [RFC 1323],
some are available in beta implementations (see below).

TCP with extensions for Long Fat Networks (LFN)

RFC1323 suggests an extension to the TCP protocol to sugpaibw sizes
greater than 64 kByte. An implementation of thidendedlTCP versionshould be
capable ofusing thebandwidth ofATM connections with highdelay (Long Fat
Networks). A betareleaseversion of the Solaris operating system (2vi)ich
implements the extensions of RFC1323 was used during these tests.

To enable the operating system to use the "Big Window" option, a coufredif
commands have to be issuédtd is a Solaris command tomanipulate driver
parameters. In particular the buffer space for the sazketbeadaptedaccording to
the bandwidth*delay product of the connection

Table 1 shows the results of tiéAN measurements. For the 6 Mbpsnnection
the roundtriptime was approximately 19@s, whichleads to a bandwidth*delay
product ofabout 140 kByteAfter adaptingthe TCP parameterswith the "ndd"
program, we achieved a throughput of 5Mbps. Anincrement of themaximum
window size to 1 MBytalid not make anyifference.For this datarate the Send-
Size did not affect the throughput.

For 50 MBps the bandwidth*delay product is about 1.2 MByte. With buffers of 1.5
MByte we couldonly use 60% of thevailable bandwidth. Tonvestigatethis

! bandwidth and roundtrip delay product



problem, measurements in the LAN environmemre carriedout, especially
concerning the traffic shaping capability of the Fore adapter.

Table 1: WAN measurements with TCP supporting RFC1323

Avail. BW buffer send size Throudhput | CPUsend | CPU recy
6 Mbps| 140000  1k-64k| 5.04 Mips 4%-1% 19
50 Mbps| 1572864 1024 31.45 Mips 28% 59
32k, 64k| ~29.83 Mips ~13% 3

524284 1024 21.35 Mips 18% PXY |

32k| 19.17 Mips 6% 2

25 Mbps| 1048574 1024 18.29 Mips 17% 54
32k _64k| ~17.64 Mips ~8% ~20

In the LAN environment the traffic shaping of the Fadaptewas set tadifferent

values using the "atmarp" command. The possible throughputmeasuredor a

sendsize of 32768 bytes. The resulise shown in Figure 5. Theheoretical

boundary isalso given. Theraffic shapingparameter of‘atmarp” corresponds to
the 48 bytepayload ofthe ATM cells. As the figurshows, thecharacteristics of
the traffic shaper is very inefficient for bandwidths greater than 40 Mbps.
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Figure 5: Traffic shaping characteristic of Fore adapter

You can alsaecognizethat theWAN results(Table 1)are asgood asthe results
from the LAN case. The problem of thmad throughput results from theaffic
shaper in the workstation and not from the TCP implementation.

UDP results in WAN environment

For an available bandwidth of 6 Mbps there were no packet losses.

The 26 Mbps measurememntgre carriecbut from a SUN SPARCstation 20 to a
SUN SPARCstation 5. Theending computer was able &endwith the full



bandwidth. Only for small packet sizes losses could be observed at the rsitkdver
In this test case the ATM connection was monitoreduaranteghat theseerrors
weren't caused by cell losses of the ATM connection.

Rather it looks like the receiving workstation was already dinitiés. In this case
the receiver ismuch moreloaded due tothe processing of the UDIpackets.
Additionally every received packet releases an interrupt at the receiver side.

4 PERFORMANCE OF THE VIC APPLICATION

The MBonetool "vic" [vic] is widely usedfor video conferencing [MBoneApps,
kumar]. In this section the mesurements concerning the tool vic are presented.
The MBone tools supportw&ide range ofcompression schemesdworkstations.
If the workstation doesn’'t have a special hardware support fonsgb@compression
schememost of the operationisave to bedone insoftware. Especially fovideo,
this causes a nonneglectibEPU consumptionTherefore wecarried out several
measurements iorder to evaluatethe bandwidthand computation requirements
using the vic application.
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Figure 6: Bandwidth Requirements

For our tests we used two Ultra Sparc hggrformancevorkstations. Tcseparate
the effects caused by encoding and decoding of the viddiosiveised unidirectional
video transmission. We used h2éid JPEGvideo encodingCIF format) and run
tests with slowand fast moving people in front of theamera(slow and fast
changing scene). Walso run a test with high resolutiondeo transmission. In
these tests we varied the picture rate betweerandéhirty frames per second. We
evaluatedthe bandwidth requirementsising the measuremenembedded invic.
Figure 6 shows the results of these tests.

The needed bandwidth increases linearly with the picture ratxpasted. AHh261
uses an inter picturencodingmechanisms, théandwidth requirementfor slow
changing scenes of h261 are much lower than this of JPEG. It can be seen, that the



bandwidth requirements of h261 increasegiificantly when the movement of the
people in front of thecamerabecomes veryast. Moreover,due to endsystem
limitations we couldn’t send video at 30 frames gerondusing h26lencoding in

the fast moving case (maximum picture ratefradnes per second). Abke results

from CPU measurementshow, this limitation wagsaused by/O operations the
application has to wait for. THeandwidth requirements dfigh resolution h261
encoded video for slow changing scenes is similar to the requirements of JPEG with
medium quality.

Parallel to the bandwidth measurements we observe@Rlue consumption on the
sender and receiver side using the sar tool (Figure 7 and Figure 8, respectively).
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Figure 7: CPU load at the Sender

Like the bandwidththe CPUload increasealmost linearly with the pictureate.

The measurements show that demder'sCPU is much mordoadedwhen using

h261 than using JPEG. In the slow movement case the CPU loadratéher is
smaller for h261 than for JPEG, but tlisanges irthe fast movement case. The
figures also show that with h26faster changes irthe scene have stronger
influences on the CPU load than changing the picture resolution.

Our bidirectionaltests (results nopresented hereghow, that the CPUoad of
sender and receiver of the unidirectional case must simply be added to get the figures
for the bi-directional case. Our measuremest®w, thatsoftware encoding and
decoding cause significant CPU load which can’t be used for other applications (e.g.
application sharing) running in parallélideoconferenceswith more than two
participants or between lower performing workstations increase the problem further.
Nevertheless the MBone tools are applicable in cases where video is just used in the
starting phase of eonferencewith little number of participants (i.efor greeting
purposes) when no other application is running. They also satisfyetus when

only small picture rates are requested.
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Figure 8:CPU load at the Receiver

To use theend system and network resources in anptimal way multimedia
applications need mechanisms to throttle down the sender’s transnstgdh the
receiving end system isalready saturated or the networkcan't guarantee the
requested quality of service anymore [AlSi96].

5 CONCLUSIONS AND FUTURE WORK

Our experienceswith ATM in global networks show that up to noATM's
potentials are only used to a limited extend. To exploit themhancements in the
provided servicesnd protocolsare neededEspecially signalling in locahandwide
areanetworksand means to monitor connections must fbadeavailable by the
manufacturersand network providers. Newlightweight protocols thattake
advantage ofthe ATM QoSguarantueemust bedevelopedFurther reasearch for
efficient multicasting over ATM is required. Also transplager protocolsneed to
be adapted to environments with high bandwidth delay produatedén to support
worldwide collaboration of people new applications must be developed or adapted to
a global high speed network environment [EbRuSi97]. Future watkasngwith
the provision of QoS to the applications. Than bedoneusing for example the
WinSock 2 API or by using RSVP in conjunction with ATM [BrSt97].
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