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Abstract

ATM networks, as proposed by CCITT as the solution for the future BISDN, provide a high flexibility
with respect to varying bandwidth requirements for different services as well as with respect to the
momentary bitrate within a connection. For the network operator this results in a need to control
the individual connections by means of a so called "policing” or "usage parameter control” function
to ensure an acceptable quality of service for all existing connections. In this paper basic design
objectives and requirements for such a function are described. These objectives serve as a basis for
the comparison of some of the mechanisms proposed so far, namely the ”Leaky Bucket”, the ”Jumping
Window”, the "Moving Window” and the ”Exponentially Weighted Moving Average” mechanisms.

1 Introduction

ATM networks have been proposed by CCITT as the solution for the future BISDN [1] and a complete
set of recommendations is currently under study [2]. In an ATM network all information is packetized
and transferred in small, fixed size blocks called cells using the virtual connection concept. The
statistical multiplexing of cells belonging to different virtual connections will provide the users with
the possibility to have a bitrate varying in a wide range during a connection according to their needs
(bitrate on demand). Flexible User/Network Interfaces (UNIs) in the range of 150 and 600 Mbit/s
will allow connections ranging from low to very high bitrates to support services like voice, interactive
video and high speed data.

The increased flexibility with respect to the bandwidth requirements of the calls makes necessary
extended signalling procedures for the call establishment. A ”traffic contract” including the relevant
service attributes characterizing the connection, like ,e.g., maximum and mean cell rate, and the
quality of service (QOS) requirements of the connection with respect to cell loss, delay and delay
jitter, has to be negotiated with the network at call setup. A connection acceptance control (CAC)
function [12, 6, 19] then has to decide whether the new connection can be accepted or not. This decision
has to be made based on the knowledge about the traffic characteristics and QOS requirements of
the new connection and of the already existing connections sharing the same network resources. The
CAC function relies on the traffic parameters negotiated during call establishment and therefore these
parameters have to be enforced to ensure proper functioning.

2 The Policing Function in ATM Networks

Basic characteristics of ATM networks are the provision of broadband user access interfaces, packet-
oriented information transfer without flow control between the user and the network and the use of the
statistical multiplexing principle. Due to these properties, a virtual connection can in principle exceed
the negotiated traffic parameters up to the maximum capacity of the UNI and a new network function
called ”usage parameter control” or ”policing” function as defined in CCITT recommendation 1.311
[3] is needed. This function has to restrict the behaviour of the traffic source to the characteristics
negotiated in the contract in order to protect the network against excessive congestion resulting in a
degradation of the quality of service for all connections sharing the same network resources.

In order to protect all network resources, the policing function has to be located as close as possible
to the actual traffic source. Nevertheless, it has to remain under the direct control of the network
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provider. Depending on the customer access network configuration, the policing function may be
performed on virtual circuits (VCs), on virtual paths (VPs, logical grouping of several VCs) or on the
total traffic volume on an access link within components like concentrators, local exchanges and ATM
cross-connects (c.f. [3]).

Violations of the traffic contract may result from equipment malfunctioning, from attempts to inten-
tionally degrade the quality of service or — more likely —~ may be motivated by possible economical or
operational advantages.

To protect the network and the coexisting connections, action has to be taken by the policing function
after detecting a violation of the contract parameters. The most obvious action is to discard all cells
for which a violation of the traffic contract has been detected [3]. However, it has to be recognized
that the set of policing parameters proposed by CCITT in recommendation 1.311, namely average
cell rate, peak cell rate and duration of the peak, is not sufficient to completely describe ATM traffic
sources. Furthermore, not all of these characteristics may be known at call setup with the required
accuracy and some of them may be modified before the cells reach the policing function, e.g., due to
jitter introduced in the CPN. This results in a certain probability that the policing function makes
a wrong decision and discards cells from a source which is in accordance with the traffic contract.
As the policing function is a network function, the resulting cell loss contributes to the network
performance and has to be kept in the range which is also accepted for the other network components
like multiplexers and switching nodes. To achieve this objective, a margin has to be foreseen between
the negotiated and the actually policed traffic parameters. This margin has to be taken into account
when dimensioning the CAC function, which should in this case be based on the worst case traffic
allowed by the policing function rather than on the negotiated traffic parameters.

Another policing action is to mark the violating cells for preferred deletion within the network in case
of a congestion [3, 7, 9].

An additional task of the policing function is to verify that valid address fields are used. However,
this aspect of the policing function will not be considered in the following.

3 Description and Modelling of Policing Mechanisms

Requirements for Policing Mechanisms The policing function must be available during
the whole connection and has to operate in real-time. This requires that the mechanism used is fast,
simple and cost effective to implement in hardware.

Ideally, the policing mechanism should be transparent for connections which respect the parameters
defined in the traffic contract and take no policing actions on their cells. It should, on the other hand,
act on all cells violating the contract to limit the behaviour of the source in the intended way. From
these requirements an ideal limit curve for the policing function can be derived (see Section 4).

In addition to these requirements, the dynamic reaction time of the mechanism to parameter violations
has to be short to avoid flooding of the relatively small buffers in the network. To meet these rather
conflicting requirements, several policing mechanisms have been proposed so far. Besides the ”Leaky
Bucket” mechanism [7, 10, 13, 16, 23] several other mechanisms which are described ,e.g., in [5, 4, 17]
will be discussed and compared in the following sections.

Traffic Source Models Especially if the policing function is performed on a single VC, the
assumptions about the characteristics of the traffic source have a significant influence on the results.
Therefore the 2-phase Burst/Silence model has been used for the comparison of the mechanisms. This
source is a fairly realistic model, e.g., for packetized voice [11], still picture [8] and interactive data
services. It allows to vary the relevant parameters, namely maximum cell rate, mean cell rate and
mean peak duration, independent of each other while still allowing an analytical evaluation for some
of the mechanisms. The model can be characterized by the number of cells per burst (geometric, mean
E[X]), the minimum inter cell time A and the silence duration (negative-exponential, mean E[S]).
With ™! = E[X] x A and 8~ = E[S] the mean cell rate A is defined as A =1/A + %é'



To show the sensitivity of the results to the assumptions about the traffic sources, the widely used
Poisson input process as well as the autoregressive Markovian model used in [14] to describe the cell
stream of a variable bit rate video codec will be used. Since the model does not take into account the
variation of the bitrate during a single frame — which is an important factor for a network with finite
buffers — two extreme cases will be used in Section 4:

1. The cells are sent equidistantly according to the actual bitrate of the frame. This is the smoothest
traffic that can be generated (coefficient of variation of about 2).

2. The cells are sent equidistantly according to the maximum bitrate of the codec, which implies a
pattern with a burst and a silence period during one frame. This variant yields a highly variable
output stream with a coefficient of variation of about 10.6 for the cell interarrival times.

The actual intra-frame behaviour will be somewhere in between both extremes, but the first, desirable
variant can be realized by providing sufficient buffering in the codec.

The Leaky Bucket Mechanism (LLB) The LB mechanism consists of a counter which is
incremented by one each time a cell is generated by the source and decremented in fixed intervals as
long as the counter value is positive. If the momentary cell arrival rate exceeds the decrementation
rate, the counter value starts to increase. It is assumed that the source has exceeded the admissible
parameter range, if the counter reaches a predefined limit and suitable actions (e.g. discard or mark
cells) are taken on all subsequent cells until the counter has fallen below its limit again. This mecha-
nism is easy to implement using one counter for the system state, one counter for the decrementation
interval and a variable for the counter limit.

To evaluate the probability for the detection of a parameter violation — which is identical to the cell
loss probability if violating cells are discarded — the G/D/1-s delay loss system can be used as an
exact model for the Leaky Bucket mechanism. The service time of the model is chosen to be equal to
the decrementation interval and the number of customers in the system (including server and queue)
directly represents the state of the counter. Therefore, the counter limit N is equal to (s 4 1).

For the evaluation of the system with a general, discrete time renewal input process, the iterative
analysis approach based on the workload in the system at consecutive arrival instants [21] can be
used in principle. For the stationary case and moderate system sizes, a direct solution of the linear
equation system for the workload distribution at arrival instants (u(k)) is more efficient because the
iterative algorithm converges relatively slow in the region of interest. The linear equation system is
defined by

sD (s+1)D
u(k) =Y u@a(D—k+i)+ Y, u(@ali—k) 0<k<(s+1)D (1)
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The last, additional equation is given by the normalization condition. All system characteristics can
be computed from this distribution of unfinished work at arrival instants, which is identical to the
waiting time distribution for FIFO queues. In particular, the probability for a violation p,;0r can be
computed as
(s+1)D
Pviol = Z u(i) (2)
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It should be noted that the G/D/1-s queue is only a valid model for the violation probability of the
LB mechanism. No cell is actually queued and the resulting cell stream entering the network is not
the output process of the queueing system.

To apply the solution described above, which is valid for general discrete time renewal processes, the
2-phase source model has to be adapted by discretizing the negative-exponential probability density
function of the silence phase. The discretization error has no significant influence on the results if the
discretization steps are dimensioned properly.



An approximate solution for the loss probability of the stationary system with the 2-phase source
model can also be obtained using the ”Uniform Arrival and Service” model [10, 22].

The Jumping Window Mechanism (JW)  With the JW mechanism, the maximum
number of cells accepted from a source within a fixed time interval (window) is limited to a maximum
number (N). The next interval starts immediately at the end of the preceeding interval (jumping
window) and the associated counter is started again with an initial value of zero. Therefore, the time
interval during which a specific cell is influencing the counter value varies from zero to the window
width. The implementation complexity of this mechanism is comparable to the complexity of the LB
mechanism.

The probability that policing actions have to be taken on a cell can be computed using the counting
process, which is characterizing the number of arriving cells in an arbitrary time interval.

For general renewal arrival processes, the probability distribution for the counting process can in
principle be obtained using renewal theory. The probability distribution z,(t) for n arrivals in an
interval of length ¢ results in

1— A*(t) n=0
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where A* and a*(¢) denote the probability distribution function (PDF) and the probability density
function (pdf) of the forward recurrence time for the arrival process, respectively. A denotes the
PDF for the time until the n-th cell arrival starting at an arbitrary point in time and a(t) denotes the
pdf for the interarrival times. The probability that a violation is detected by the JW mechanism is
given by

SR iene(T) M =N+ 35 (N - ) @:(T) @

Puiol = Zf__l i wz(T) = AT
The Laplace transform for the distribution of the counting process for the 2-phase source is given by
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and the distribution in the time domain can be evaluated applying the inverse transform (L',T_l)
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Using the correspondence equation
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where £7T denotes the Laplace transform, equation 4 can be expressed as
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With the analogon of equation 3 in the discrete time case, the distribution for the counting process can
be evaluated for general distributions. The convolutions can be substituted by Fast Fourier Transforms



(FFTs) and a complex multiplication of the distribution vectors in the frequency domain, which makes
the algorithm more effective.

The Exponentially Weighted Moving Average Mechanism (EWMA) The
EWMA mechanism uses fixed, consecutive time windows like the JW mechanism. The difference is,
that the maximum number of accepted cells in the ¢-th window (XV;) is a function of the allowed mean
number of cells per interval N and an exponentially weighted sum of the number of accepted cells in
the preceeding intervals {X;) according to the rule

N —%S5;1

N; = —-————1——:7—, 0<y<«1 with Sic1 =1 —=9)Xi_1 +9Si—2 (9

which can also be expressed as
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So is the initial value of the EWMA measurement. The factor v controls the flexibility of the algorithm
with respect to the burstiness of the traffic. If ¥ = 0, IV; is constant and the algorithm is identical
to a JW mechanism. A value of ¥ > 0 allows more bursty traffic. Although the computation of N;
can be made rather effective for special values of v, the implementation complexity of this mechanism
is slightly higher than for the previous mechanisms. The EWMA mechanism will be evaluated using
event-by-event simulation techniques.

The Moving Window Mechanism (MW) Similar to the JW mechanism, the maximum
number of cell arrivals within a given time interval T is limited by this mechanism. The difference is,
that each cell is memorized for exactly one window width thus strictly limiting the number of accepted
cells in any possible interval of length T’ to a maximum of N. Therefore, the arrival time of each cell
is stored and a counter is incremented by one for each arrival. Exactly T' time units after the arrival
of an accepted cell the counter is decremented by one again. This mechanism can be interpreted as a
window, which is steadily moving along the time axis. This mechanism requires that the arrival times
of up to N cells are stored. The complexity is therefore directly related to the counter limit and is
considerably higher than for the other mechanisms even for relatively low counter limits. Furthermore,
the other mechanisms where the counter limit only influences the required range for the counter allow
a much more flexible dimensioning.

The MW mechanism can be modelled by a G/D/n~0 system, where the deterministic service times
reflect the window width T" and the number of servers is defined by the maximum allowed number N
of cells in the interval. For the 2-phase source model, the mechanism will be evaluated by simulation.

4 Comparison of the Mechanisms

Definitions for the Comparison For the Jumping Window, the EWMA and the Moving
Window mechanism, the ratio of the maximum accepted number of cells per interval N and the window
width T gives the long term average cell rate that is controlled by the mechanisms. For the Leaky
Bucket mechanism, the controlled average cell rate is given by the reciprocal of the decrementation
interval D. With a choice of

N N 1 1
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all mechanisms are dimensioned to control the same mean cell rate A,. C is an overdimensioning
factor describing the ratio of A, to the mean cell rate of the source (A).

Non-deterministic traffic sources will violate the policing criterion with a certain probability because of
their short term statistical fluctuations even if they respect the long term average. This probability can
be decreased for a given policed cell rate A, by increasing the counter limit N for the LB mechanism.



The same applies to the window mechanisms if the ratio of N and the window width 7" is kept constant.
For the EWMA mechanism also the factor ¥ can be increased for this purpose. On the other hand,
the incrementation of N (and v) also increases the reaction time of the mechanisms.

Another method to decrease the violation probability is to overdimension the mechanisms (C>1). This
will, however, decrease the ability of the mechanisms to detect real, long term parameter violations.

Statistical Sources It is obvious that for counter limits in the range of the buffer sizes within
the network or above, the peak cell rate has to be controlled in any case to prevent flooding of these
buffers. This can be achieved using a separate policing mechanism with appropriate dimensioning
(see e.g. [10, 18]). Therefore, in this section the dimensioning aspects for mean cell rate policing are
discussed under the assumption that the sources do not violate the negotiated peak cell rate.

Figure 1 shows the influence of the counter limit N on the violation probability assuming arrivals
according to the 2-phase source with the parameters used in [11] for packetized voice (E[X] = 22,
E[S] = 650 ms, A = 16 ms). The mechanisms have been dimensioned to control the exact mean cell
rate of the source (C' = 1, A = A,), 0.8 has been chosen for the factor v of the EWMA algorithm. It
is obvious, that N has to be prohibitively high for all mechanisms to limit the violation probability
for a well behaving source to values in the range of 107°, which would be required if violating cells
would be discarded. Even if service individual cell loss probabilities up to 10™° would be acceptable
for some loss insensitive services, it would not make sense to operate the mechanisms with mean rate
dimensioning (the LB mechanism e.g. would require a counter limit well beyond 10°).

Figure 2 shows the influence of N for the same source if a factor C' = 2.277 is chosen resulting in
a A, relatively close to the maximum cell rate of the source (1/A). Violation probabilities in the
range below 107° can be achieved using a counter limit of 100 for the LB mechanism. The EWMA
mechanism shows a similar behaviour. To get the same violation probability for the other window
mechanisms with a comparable N, A, has practically to be set equal to the peak cell rate of the source.
For a ), close to the mean cell rate (C = 1.1), N would have to be about 1800 for the LB mechanism
to achieve the same violation probability. This would allow the source to send a burst up to 2933 cells
(equivalent to a burst duration of 47 seconds) at the peak cell rate when starting with a counter value
of 0.

The dynamic behaviour of the mechanisms is shown in Figure 3. The mechanisms have been dimen-
sioned for the same violation probability of 107% at the negotiated cell arrival rate using a factor
C = 2.277. The actual cell rate of the source has been increased to 1.5 times the nominal rate by
increasing E[X] to 45.25. The violation probability for the MW mechanism increases rapidly starting
from the point where the number of emitted cells (counted from the start of the connection) is higher
than the counter limit. This is because the time window is started by the first arriving cell and the
number of accepted cells within the first interval of length T after the emission of the first cell is
strictly limited to N. The other three mechanisms allow more than N cells during the first T' time
units after the emission of the first cell, which results in a more gradually increasing violation proba-
bility. Despite the small mean counter limit of 10, the EWMA mechanism shows the worst dynamic
behaviour, because the actual counter limit starts with a value of 50 in the first interval and it takes
some window periods until the overload can be detected.

The effects caused by a variation of the long term actual cell rate are shown in Figure 4 for the LB
and for the JW mechanism. To be able to dimension both mechanisms to a violation probability of
about 3 x 1072° at the nominal cell rate, the source characteristics have been changed to E[{X] =5
and E[S] = 147.72 ms yielding a smoother traffic while keeping the mean and peak cell rate the same.
N has been set to 100, the cell rates have been normalized to the nominal cell rate.

The ideal limit curve for the policing mechanisms in Figure 4 is characterized by zero violation
probability up to the nominal arrival rate and a violation probability according to the percentage of
excess cells beyond that point.

As expected, the LB mechanism with C' = 1.42 approaches the ideal limit considerably faster than
the JW mechanism with C = 2.71 indicating a significantly better ability to detect static parameter
violations. Since the violation probability of the JW mechanism is always lower than for the MW



mechanism assuming the same dimensioning, the MW mechanism is even less sensitive. A source
exploiting the full range given by the mechanisms, e.g., a deterministic source (see below), could even
exceed the negotiated cell rate up to a factor equal to C without any cell loss.

To achieve the same violation probability as for the LB mechanism using a comparable factor C, the
counter limit had to be about 750 for the JW mechanism resulting in very long policing intervals and
a bad dynamic behaviour. A MW mechanism with such a counter limit would furthermore be very
expensive to implement, because the arrival times of all 750 cells would have to be remembered.

Figure 5 shows the comparison with the LB (C = 1.42) and the EWMA mechanism using the same
source, N = 45 and a nominal violation probability of 2 x 1075 (due to the limitations of the simula-
tion). The EWMA mechanism with the same factor C' and v = 0.8 shows a slightly better behaviour
for moderate overload situations, whereas the EWMA mechanism with ¢ = 1.27 and v = 0.91 de-
tects static overload significantly better. The drawback of these relatively high v values is that the
mechanisms react considerably slower to parameter violations.

The sensitivity of the policing mechanisms to the source assumptions is depicted in Figure 6 using
the LB mechanism with C = 1.42 as an example. It is obvious that the frequently used Poisson — and
also the geometric — arrival processes are far too optimistic. Only peak rate policing is possible for the
2-phase source model with the parameters for a still picture service (E[X] = 1953.125, E[S] = 11s,
A = 256us [10]) which has a peak bit rate of 2 Mbit/s and a mean bit rate of 86.96 kbit/s. This
results mainly from the large number of cells in a burst and from the fact, that the counter limit has
to be significantly higher than E[X] to allow policing close to the mean rate. With a factor € = 1.1
for example, N would have to be about 400,000 to obtain a violation probability in the range of 1071,
which is not realistic.

The sampling time of the LB mechanism is also not sufficient for the video sources and a significantly
higher N would be required to be able to police close to the mean cell rate. Figure 6 also shows the
influence of the intra frame behaviour of the source. The more bursty type is more difficult to police,
but the difference decreases with an increasing counter limit.

Worst Case Sources  The first requirement that a worst case traffic source has to satisfy
is, that the policed cell rate A, is always fully exploited. This requirement can be fulfilled by a
deterministic source. However, the resulting traffic is very smooth and can therefore be multiplexed
rather efficiently. To decrease the gain from statistical multiplexing, the cells have to be clustered in
bursts as much as possible and the resulting worst case traflic will be a periodic burst/silence pattern.

For the MW mechanism this pattern is given by a burst of length N followed by a silence period of
length T — (N — 1)A, where A denotes the cell interarrival time during the burst.

If the source synchronizes to the time window in the JW mechanism, it can concatenate two bursts
of N cells at the end of one interval and at the beginning of the next. Then a silence period of
2T — (2N — 1)A is required yielding a period of the pattern of 27. The same pattern characterizes
the long term worst case traffic of the EWMA mechanism. However, due to the variable counter limit
even longer bursts are possible for a limited time.

The worst case pattern for the LB mechanism has a maximum burst length Npqp which is given by
the smallest integer number that satisfies the inequality
N -1 i

A< — (12)
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The required silence period has a length of Npmaz(1/A, — A) + A. The period of the pattern is
Npaz/Ap. For the example in Figure 4 with a counter limit of 100 the maximum burst length for the
LB mechanism would be 198 cells and thus approximately the same as for the JW mechanism (200
cells). The required silence period following such a burst, however, would be 3184 ms for the LB and
only 172 ms for the JW mechanism. In the case of Figure 5 with a counter limit of 45 the burst length
would be 89 for the LB and 90 for the EWMA mechanism. This burst has to be followed by a silence
period of 1440 ms for the LB versus 1456 ms for the EWMA mechanisms, which indicates that these
mechanisms show a comparable static worst case behaviour.



5 Conclusions

The fundamental problem with respect to mean cell rate policing is, that the characteristics of the
source have to be estimated on the basis of a relatively short sample, which gives rise to a certain
probability for incorrect policing decisions. An extension of the sampling period (or more flexibility
due to a large factor v for the EWMA), on the other hand, also increases the reaction time of the
mechanisms. A larger margin between the policed cell rate and the negotiated cell rate reduces the
ability of the mechanisms to detect actual long term overload and leads also to a more unfavourable
worst case behaviour.

Another problem is caused by the inaccuracies and uncertainties in the knowledge about relevant
parameters, like the mean bitrate, in the establishment phase of the call. These effects imply increased
margins between the policed bitrate and the actual bitrate and reduce the effectivity of the policing
as well as of the call acceptance control function.

The comparison of the policing mechanisms and their dimensioning in this paper taking into account
the remaining violation probability for a source in agreement with the contract parameters, the sensi-
tivity to static overload, the dynamic reaction time, the worst case traffic admitted into the network
and the implementation complexity shows, that the LB and the EWMA are the most promising mech-
anisms. The other window mechanisms are not flexible enough to cope with the short term statistical
fluctuations of the source traffic. Moreover, the MW mechanism is rather expensive to implement for
a realistic parameter dimensioning.

The optimum dimensioning and the effectivity of the mechanisms depends heavily on the character-
istics of the traffic sources and their QOS requirements. Smooth, continuous bitstream like traffic
streams can be policed much more effective than highly variable and bursty ones. For real-time ser-
vices with very long bursts, like, e.g., the still picture service, policing close to the mean cell rate
requires unrealistically long sampling periods. For this type of service dynamic bandwidth allocation
schemes (burst switching protocols) might be useful to avoid peak rate policing and consequently
peak rate bandwidth allocation. Video services with variable bitrate show both short term variations
within a frame or between consecutive frames and long term variations, e.g., due to scene changes,
with time comstants of several seconds. Both effects can not be captured sufficiently by a simple
policing mechanism and the long term variations would make necessary a very long sampling period.
One possible approach for these services might be to design the codecs to restrict their output in a
way that it is better suited for policing [15] without significant degradation of the picture quality. For
services with less stringent real-time requirements the traffic could also be shaped within the terminal
to allow effective policing and multiplexing.

The worst case traffic patterns accepted by the policing mechanisms may differ significantly from the
patterns expected on the basis of the traffic contract due to large counter limits and overdimensioning
factors C' which may be required. This fact has to be reflected in the dimensioning of the connection
acceptance control function in oxder to be able to ensure a sufficient quality of service.

The performance of the policing function can probably be improved by using a combination of several
policing entities with different dimensioning for a single traffic stream or by using more complex mech-
anisms like, e.g., the Gabarit [4]. It has to be evaluated, however, whether the additional complexity
yields an adequate performance improvement.
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