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Abstract

Cellular access networks provide a practically universal wireless connection to the Internet.
This enables manifold convenient services that attract more and more users. Consequently, the
enormous traffic growth in cellular networks may increasingly lead to overload situations whe-
re traffic demand exceeds the capacity of the network. This strongly impairs user experience,
especially for interactive web services and media streaming applications. Dissatisfied users may
quit the operator’s service and therefore diminish revenues. However, the traditional solution of
infrastructure build-up will get very expensive for the predicted massive traffic growth.

Additionally, there are other approaches to mitigate the service degradation caused by overload,
which influence the allocation of radio resources. Conventional service differentiation together
with a subsequent prioritization of traffic classes according to their Quality of Service (QoS)
requirements can improve the users’ overall Quality of Experience (QoE). However, this ap-
proach requires a complex framework and computational resources for signaling, classification
and prioritization. A much less complex way to achieve a graceful service degradation under
overload is the application of the Shortest Remaining Processing Time first (SRPT) principle to
radio resource allocation. Algorithms following this principle, called Shortest-First schedulers
in the following, are known to minimize transmission durations and thus support an unimpaired
QoE for latency-critical services. Furthermore, only the fraction of traffic which exceeds the
cell capacity notices the overload at all.

On the down-side, existing proposals of such Shortest-First schedulers decrease the spectral
efficiency compared to traditional opportunistic schedulers. This limits the positive impact and
applicability to cellular networks as radio spectrum is a scarce and expensive resource. Fur-
thermore, the known Shortest-First schedulers do not work reasonably for streaming services.
These services would get a strong scheduling penalty due to their large object sizes. Buffered
video streaming, which is an essential Internet application and contributes a major part of the
total traffic volume, would thus require a dedicated handling by the scheduler.

This thesis contains two major contributions that provide a solution for both problems. First,
an enhancement for Shortest-First schedulers – an additional parameter called length exponent
– is proposed that allows to tune the schedulers towards opportunistic algorithms. Second, the
introduction of a mapping function which translates the client-side buffer level of a video strea-
ming application into an equivalent object size makes it possible to seamlessly and beneficially
integrate this traffic class into the scheduling algorithm without further changes. The parameters
of the proposed function allow to define the priority of video traffic and an Implicit Admission
Control (IAC) which helps to improve the QoE of ongoing videos in case of overload.
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To provide a background for the discussed topic, this thesis surveys literature on Internet traffic
characteristics and developments. The concepts of QoE and service differentiation are presen-
ted, traffic classes are defined and the relevant application layer objects – called transactions
– in combination with utility functions for QoE assessment are introduced. Concerning cellu-
lar networks, the thesis contains an introduction of the basics and gives an overview of 3GPP
Long Term Evolution (LTE), which will serve as a basis for performance evaluation. Furthermo-
re, multiple access methods, the general tasks of resource allocation as well as state-of-the-art
scheduling concepts are introduced and classified, including a discussion of proposals from
literature, which apply the SRPT principle in cellular networks.

Against this background, the thesis motivates the necessity to combine size-based and oppor-
tunistic scheduling principles. This combination is achieved by the length exponent γ which
controls the influence of the object size on the scheduling priority of a transaction. It allows to
seamlessly tune the scheduling behavior between the original Shortest-First scheduler and one
that maximizes the instantaneous channel capacity (Max C/I). An additional advantage of this
approach is that a configuration between these extremes exploits a synergy of both schedulers.
This means that a major improvement in spectral efficiency can be achieved at a small reducti-
on in the desired latency performance of Shortest-First. Therefore, the proposed solution offers
both, increased flexibility and increased performance.

The second contribution allows to integrate buffered video streaming services into Shortest-
First schedulers. For this, it incorporates information about the amount of video material in the
buffer of the user equipment (i. e. the client) into the scheduling decision. Principally, a video
with low buffer level is in danger of suffering an interruption in playback and should therefore
be prioritized by the scheduler. On the other hand, a high buffer level allows the video player
to run for some time without any network transmissions. This behavior and the aforementioned
IAC are designed into the mapping function for the equivalent object size, which allows to
greatly improve video QoE and to adjust video priority.

In order to confirm and quantify the benefits of the proposed solutions, an extensive performan-
ce evaluation was conducted. It is based on system-level simulations that consider the traffic
within a single cell of a mobile network as well as interference form the surrounding base stati-
ons. To this end, models of the radio channel, the link layer, and user mobility were developed,
which reproduce the behavior of LTE systems on an abstract level. An important part are reali-
stic traffic scenarios coupled with the channel variations of moving users. The resulting traffic
characteristics (e. g. volume, burstiness) interact with the scheduling behavior over time and
have a great influence on the performance metrics.

Studies covering a range of scenarios while investigating the influence of the proposed parame-
ters were performed and evaluated mainly with respect to cell throughput, transaction durations,
and utility. This allows to compare the proposed solution against conventional schedulers and
to point out the benefits and effectiveness of the contributions. The results show that the length
exponent indeed extends the capacity region of the scheduler and gives the possibility to adjust
the scheduler’s operation point. Furthermore, the proposed mechanism shows a great improve-
ment of the QoE for buffered streaming services while maintaining the flexibility in resource
allocation and thereby mitigating the penalty for other types of traffic.



Kurzfassung

Zelluläre Zugangsnetze stellen eine praktisch allgegenwärtige drahtlose Verbindung zum Inter-
net bereit. Dies ermöglicht vielfältige nützliche Dienste, die mehr und mehr Nutzer für sich
gewinnen können. Daraus folgt ein enormes Wachstum des Datenverkehrs in zellulären Netzen,
das in zunehmendem Maße zu Überlastsituationen führen kann, während welcher die Nachfra-
ge an Datenübertragungen die Kapazität des Netzwerks übersteigt. Dies bedeutet eine starke
Beeinträchtigung des Nutzererlebnisses, vor allem für interaktive Netzdienste und Multimedia-
Anwendungen. Unzufriedene Nutzer könnten den Vertrag bei ihrem Netzanbieter kündigen,
was zu sinkenden Erträgen führt. Die übliche Lösung eines Ausbaus der Netzinfrastruktur kann
für den vorhergesagten massiven Anstieg des Datenaufkommens jedoch sehr kostspielig sein.

Es gibt andere, komplementäre Ansätze um die Beeinträchtigung von Diensten aufgrund von
Überlast abzumildern, die in die Zuweisung der Funkressourcen eingreifen. Herkömmliche
Dienstgütedifferenzierung (service differentiation) mit einer anschließenden Priorisierung nach
Verkehrsklassen entsprechend der Dienstgüte-Anforderungen (Quality of Service, QoS) kann
die Nutzererfahrung (Quality of Experience, QoE) insgesamt verbessern. Ein solcher Ansatz
erfordert jedoch ein komplexes Framework und Rechenressourcen zur Signalisierung, Klassifi-
zierung sowie Priorisierung. Ein sehr viel einfacherer Weg um eine graduell abnehmende Diens-
güte unter Überlast zu erreichen ist die Anwendung des Shortest Remaining Processing Time
first (SRPT) Prinzips für die Zuweisung von Funkressourcen. Algorithmen, die nach diesem
Prinzip funktionieren, im Folgenden Shortest-First Scheduler genannt, minimieren nachweis-
lich die Übertragungszeiten und tragen so zu einer unbeeinträchtigten QoE von latenzkritischen
Diensten bei. Des Weiteren erfährt nur der Anteil des Gesamtverkehrs die Auswirkungen von
Überlast, der die zur Verfügung stehende Kapazität überschreitet.

Ein Nachteil der existierenden Vorschläge solcher Shortest-First Scheduler ist die reduzierte
spektrale Effizienz im Vergleich zu herkömmlichen opportunistischen Schedulern. Dies bedeu-
tet eine starke Einschränkung des positiven Einflusses sowie der Anwendbarkeit in Mobilfun-
knetzen, da das Funkspektrum eine knappe und wertvolle Ressource darstellt. Außerdem wer-
den Multimedia-Dienste nicht vernünftig durch Shortest-First Scheduler behandelt. Aufgrund
ihrer großen Übertragungsobjekte würden diese Dienste vom Scheduler häufig zurückgestellt
werden. Gepufferte Videoübertragungen, die eine wesentliche Internetanwendung darstellen
und einen großen Teil des gesamten Verkehrsaufkommens ausmachen, würden daher eine ge-
sonderte Behandlung erfordern.

Die vorliegende Arbeit enthält zwei wesentliche Beiträge, die eine Lösung für beide Proble-
me liefern. Erstens wird eine Erweiterung für Shortest-First Scheduler vorgeschlagen – ein
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zusätzlicher Parameter namens Length Exponent – der es erlaubt den Scheduler in Richtung op-
portunistischer Algorithmen zu verstellen. Zweitens ermöglicht die Einführung einer Funktion,
die den nutzerseitigen Pufferfüllstand eines Videoübertragungsdienstes auf eine äquivalent Ob-
jektgröße abbildet, dass diese Verkehrsart nahtlos und vorteilhaft in den Scheduler eingebunden
werden kann, ohne diesen zu verändern. Zusätzlich kann mit den Parametern der vorgeschla-
genen Funktion zum einen die Priorität von Videoverkehr definiert werden sowie zum anderen
eine implizite Zugangskontrolle (Implicit Admission Control, IAC) realisiert werden, die es er-
laubt die QoE fortlaufender Videos im Überlastfall zu verbessern.

Um einen Hintergrund für das behandelte Thema zu liefern, enthält diese Arbeit einen Literatur-
überblick zu den Eigenschaften und der Entwicklung von Internetverkehr. Die Begriffe QoE und
Dienstgütedifferenzierung werden vorgestellt, Verkehrsklassen werden definiert und die maß-
geblichen Objekte der Anwendungsschicht – Transaktionen genannt – werden zusammen mit
Utility-Funktionen für die QoE-Bewertung eingeführt. Bezüglich Mobilfunknetzen enthält die
Arbeit eine Einführung der Grundlagen sowie einen Überblick über 3GPP Long Term Evolution
(LTE), das als Basis für die Leistungsbewertung dienen wird. Des Weiteren werden Verfahren
zur Mehrfachnutzung, allgemeine Funktionen der Ressourcenzuweisung sowie der Stand der
Technik bei Schedulern eingeführt und klassifiziert. Dazu gehört ebenfalls eine Diskussion von
Vorschlägen aus der Literatur zur Anwendung des SRPT-Prinzips in Mobilfunknetzen.

Vor diesem Hintergrund motiviert die vorliegende Arbeit die Notwendigkeit der Kombinati-
on von größenbasierten und opportunistischen Scheduler-Prinzipien. Diese Kombination wird
durch den Length Exponent γ erreicht, der den Einfluss der Objektgröße auf die Bedienreihen-
folge der Transaktionen steuert. Er erlaubt es, das Verhalten des Schedulers nahtlos zwischen
dem ursprünglichen Shortest-First und Max C/I einzustellen. Ein weiterer Vorteil dieses Ansat-
zes ist es, dass eine Einstellung zwischen diesen Extrempunkten eine Synergie beider Scheduler
realisiert. Das heißt, dass eine große Steigerung der spektralen Effizienz bei einer geringen Ver-
schlechterung der Latenzeigenschaft von Shortest-First erreicht werden kann. Daher bedeutet
die vorgeschlagene Lösung sowohl eine Steigerung der Flexibilität als auch eine Steigerung der
Leistungsfähigkeit.

Der zweite Beitrag erlaubt die Behandlung von gepufferten Videodiensten durch Shortest-First
Scheduler. Zu diesem Zweck wird Information über die Menge des gepufferten Videomaterials
im Endgerät des Nutzers in die Entscheidung der Bedienreihenfolge mit einbezogen. Grund-
sätzlich ist ein Video mit geringem Pufferfüllstand gefährdet unterbrochen zu werden und sollte
daher durch den Scheduler bevorzugt werden. Auf der anderen Seite erlaubt ein großer Puffer-
füllstand, dass das Video einige Zeit ohne weitere Netzwerkübertragungen abgespielt werden
kann. Dieses Verhalten sowie die vorgenannte IAC wurden beim Design der Abbildungsfunk-
tion für die äquivalente Objektgröße mit einbezogen und erlauben eine starke Verbesserung der
QoE und eine Konfiguration der Priorität von Videoverkehr.

Um die Vorteile der vorgeschlagenen Lösungen zu bestätigen und zu quantifizieren, wurde ei-
ne ausführliche Leistungsbewertung durchgeführt. Sie basiert auf System-Level Simulationen,
die den Verkehr in einer Zelle eines Mobilfunknetzes sowie die von umgebenden Basisstatio-
nen erzeugte Interferenz berücksichtigen. Dazu wurden Modelle des Funkkanals, der Verbin-
dungsschicht und der Nutzermobilität entwickelt, die das Verhalten von LTE Systemen auf einer
abstrakten Ebene nachbilden. Ein entscheidender Punkt hierbei sind realistische Verkehrssze-
narien in Verbindung mit den Kanalvariationen beweglicher Nutzer. Die daraus resultierenden
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Verkehrseigenschaften (z.B. Volumen, Burstartigkeit) interagieren über die Zeit mit dem Ver-
halten des Schedulers und haben dadurch großen Einfluss auf die Leistungsmetriken.

Studien, die eine Reihe verschiedener Szenarien bei gleichzeitiger Untersuchung des Einflusses
der vorgeschlagenen Parameter abdecken, wurden durchgeführt und hauptsächlich hinsichtlich
Zelldurchsatz, Transaktionsdauern und Utility bewertet. Dies ermöglicht es, die vorgeschlagene
Lösung mit herkömmlichen Schedulern zu vergleichen und die Vorteile und Effektivität der
Beiträge herauszuarbeiten. Die Ergebnisse zeigen, dass der Length Exponent tatsächlich die
Kapazitätsregion des Schedulers erweitert und die Einstellung des Betriebspunktes ermöglicht.
Des Weiteren erreicht der vorgeschlagene Mechanismus eine starke Verbesserung der QoE von
gepufferten Videoübertragungsdiensten während zugleich die größtmögliche Flexibilität bei der
Ressourcenzuweisung erhalten wird und dadurch die Einbußen für andere Verkehrsarten gering
gehalten werden.
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1 Introduction

Nowadays, ubiquitous Internet access is a reality in most countries. Among other access tech-
nologies, mainly the large-scale deployment of wireless cellular networks makes this possible.
However, for several years, traffic in cellular networks has shown an exponential growth and
has pushed the networks to their limits. Economic and technical constraints forbid an unlimited
increase in network capacity. Consequently, peak traffic situations have become more common
and may impair the service quality and satisfaction of the users.

This work discusses how the scheduling of radio resources can affect the user experience and
provide a graceful service degradation in high load situations. Existing resource allocation
algorithms in cellular networks are introduced and evaluated. Thereby, a focus lies on the
advantages and drawbacks of schedulers1 applying the Shortest Remaining Processing Time
first (SRPT) principle. These schedulers are then enhanced by this thesis to provide the desired
improvement in Quality of Experience (QoE) while still delivering a good cell throughput.
Furthermore, they are enabled to handle video streaming traffic beneficially. For getting into
the context of cellular networks, their evolution will be shortly introduced in the following.
Then, the contributions of this thesis are presented and the structure of the chapters is given.

1.1 Evolution of Cellular Networks

Wireless communication has a very long history. A major milestone of radio communications,
which is the basis for today’s cellular networks, was the first transmission over the Atlantic
Ocean by Marconi at the beginning of the 20th century [TV05, p.2]. The concept of cellular
networks was developed beginning in 1947 [STB09, p.1]. It solves two major challenges. First,
it enables providing a complete wireless connection over a large area by a network of fixed base
stations. Second, it allows reusing the same radio spectrum in different locations, a so-called
spatial reuse. In other words, the necessity of wireless cells comes from the signal degradation
with increasing distance of the communication partners, which limits the reach of a single base
station. Furthermore, the limited radio spectrum, which is a shared medium among all com-
peting transmissions, should be used efficiently. In addition to space, the time and frequency
domains are also available to separate different transmissions from each other. Beyond that,
cellular networks provide mobility, i. e. a seamless connectivity when traveling between the dif-
ferent cells of an access network. Today, even world-wide roaming between the networks of
different operators is possible.

1The terms resource allocation and scheduling will be used synonymously throughout this thesis.

1
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First generation cellular networks transmitted analog voice signals [TV05]. Systems accounted
to this generation, were the first to see a large-scale deployment and appeared in the 1980s
[STB09]2. However, only the second generation system Global System for Mobile Communi-
cations (GSM) was the first offering world-wide roaming and today offers practically pervasive
coverage [GSM]. While still being developed for voice transmission, it employs digital mod-
ulation. Packet-based data services where added later under the terms General Packet Radio
Services (GPRS) and Enhanced Data Rates for GSM Evolution (EDGE). The third genera-
tion networks employ Code-Division Multiple-Access (CDMA), also called Wideband-CDMA
(W-CDMA). A major standard is the Universal Mobile Telecommunications System (UMTS)
which has been developed by the European Telecommunications Standards Institute (ETSI) and
is now overseen by the 3rd Generation Partnership Project (3GPP). Such standardization bodies
are very important for wireless communications. As the medium is shared between all users in
the signal range, their devices have to stick to common protocols in order to control and mitigate
the impact of interference. Consequently, the vendors of radio devices engage in standardization
bodies and agree on certain medium access schemes. The 3GPP is a very important standard-
ization body and developed the UMTS advancements High-Speed Packet Access (HSPA) and
HSPA+.

The most advanced cellular networks currently deployed are denoted as the fourth generation.
The ITU-R (Radiocommunication Sector of the International Telecommunication Union (ITU))
issued a regulatory specification called IMT-Advanced (International Mobile Telecommunica-
tions (IMT)) in 2008 that defines performance requirements for cellular systems [IR08]. Sys-
tems satisfying these requirements may be operated in the respective reserved spectrum and
are generally attributed to be fourth generation cellular networks. The major standard of this
generation is 3GPP Long Term Evolution (LTE)3 and will also serve as the basis for perfor-
mance evaluation in this thesis. Differing from earlier generations, Orthogonal Frequency-
Division Multiple Access (OFDMA) is employed to separate transmissions originating from
the base stations (the downlink direction) and Single-Carrier Frequency-Division Multiple Ac-
cess (SC-FDMA) is used in the opposite direction (uplink). This allows an improvement in
spectral efficiency compared to previous generations and provides high flexibility in the fre-
quency domain [STB09]. LTE was designed from the start as a packet-based, all-Internet Pro-
tocol (IP) network accommodating the fact that the majority of today’s traffic volume is created
by data services. Another important standards family by the Institute of Electrical and Electron-
ics Engineers (IEEE) employing OFDMA is called Worldwide Interoperability for Microwave
Access (WiMAX), with the most recent standard IEEE 802.16m achieving the IMT-Advanced
requirements [WiM10]. However, especially in the sector of mobile networks, it is not as wide-
spread as LTE networks.

1.2 Problem Statement and Contributions

The possibility to use services like web browsing, video streaming and social networking vir-
tually everywhere through cellular infrastructure is very convenient and attracts more and more

2The following short historical recapitulation is mainly inspired by [STB09] and [TV05].
3The initial LTE Release 8 does not match all IMT-Advanced criteria; this is achieved by LTE-advanced

beginning with Release 10. Nevertheless, LTE is often referred to as fourth generation technology.
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users. This leads to an ever increasing traffic demand in mobile networks [Cis14]. As a conse-
quence, the load relative to the cells’ capacities and especially the peaks of data traffic increase.
During such high- or overload cases, the service quality may decrease significantly, leading to
a bad QoE of the network users. Widely-used resource allocation algorithms like Proportional
Fair and Max C/I (introduced in Section 3.5) do not behave beneficially in this situation. A
majority of users may suffer large latency and low data rates. For many services this means a
strong degradation in QoE, e. g. long web response times or interrupted video playback.

A conventional approach to improve Quality of Service (QoS) and QoE is service differentia-
tion. This means that services are prioritized against each other according to their QoS require-
ments. However, there are disadvantages regarding the complexity, scalability and efficiency of
this approach. All traffic needs to be classified and prioritized a-priori according to QoS require-
ments. This is difficult as new services arise over time and the number of QoS classes should
not be too large for practical reasons. Furthermore, separating traffic into different classes re-
duces the diversity that can be exploited by cellular schedulers. Other approaches tackle the
resource allocation itself by incorporating an optimization of service quality directly into the
scheduling algorithms. However, this often results in a large computational complexity and
requires additional frameworks to provide the necessary information. As in the case of service
differentiation, the QoS requirements of the traffic need to be known.

Addressing the problem of latency, algorithms based on the SRPT-principle were proposed sev-
eral years ago for application in cellular networks [Tsy02]. Resource allocation based on this
principle is known to be optimal for minimizing job processing times since a long time [Sch68].
Schedulers applying SRPT will be denoted as Shortest-First schedulers. The existing Shortest-
First schedulers for wireless networks bring a severe drawback in spectral efficiency compared
to conventional opportunistic schedulers with them. By giving priority to short transmission
objects instead of only considering the channel quality, the influence of the latter is reduced.
Therefore, there is a smaller capacity gain compared to the one achieved by conventional op-
portunistic schedulers (please refer to Chapter 4 for a discussion). This limits the applicability
in cellular networks as radio spectrum is a scarce and expensive resource. So far, there is no
solution to trade spectral efficiency, i. e. cell capacity, for short latency. Furthermore, existing
Shortest-First schedulers offer no solution to handle video streaming specifically. By their na-
ture, the comparably large video objects will get a low priority leading to a bad QoE of this
important service class. These factors preventing a deployment of Shortest-First schedulers in
practical cellular networks are addressed by the contributions in this work.

Contributions

This thesis contains two main contributions. They extend Shortest-First scheduling and thus
improve it to serve as a comprehensive scheduler for cellular networks. Their focus is on an
efficient usage of the expensive bandwidth and infrastructure resources while offering a satis-
factory QoE to as many users as possible.
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1. Combining and Adjusting of Size-Based and Opportunistic Scheduling Principles

Users are happy when they have an interactive service experience, which means that the du-
ration to finish a web request, for example, should be as short as possible. On the other side,
cellular network operators often sell capacity and traffic volume to their customers. To achieve
a profitable operation, the service provider has to serve as many users as possible with the exist-
ing bandwidth and infrastructure. So far, it is not possible to trade short transmission durations
for cell capacity. It depends on the implemented scheduler to obtain either the one or the other.
Furthermore, depending on the traffic-mix, which is subject to change over time, different con-
figurations may be advantageous.

This thesis proposes a combination of the Shortest-First and Maximum Channel Capacity
(Max C/I) scheduling principles. A parameter called length exponent is added to an exist-
ing Shortest-First scheduler that allows to continuously tune the original algorithm towards
a Max C/I scheduler.

The thesis contains an explanation of the proposed scheduling scheme together with a motiva-
tion for the algorithm design and an extensive performance evaluation by network simulation,
based on a model for state of the art LTE cellular technology. The strengths of this algorithm are
pointed out by using a realistic traffic model with object sizes and random arrivals resembling
current Internet traffic. The trade-off between short transmission durations and cell capacity
and its adjustability is demonstrated and discussed thoroughly.

2. Inclusion of Buffered Video-Streaming into Shortest-First Scheduling

Shortest-First offers a superior QoE performance during overload situations for traditional Inter-
net browsing and interactive web applications compared to conventional opportunistic sched-
ulers. However, without further enhancements, it is not possible to support buffered video
streaming satisfactorily. Naturally, traffic objects for video streaming are usually larger than
the objects of other Internet services. This means that video objects would obtain a low prior-
ity by Shortest-First schedulers resulting in frequent playback interruptions and long buffering
times. This would be very annoying for the video users. Recent studies of Internet traffic (e. g.
[San14]) show that video traffic accounts for a third up to one half of the total Internet access
traffic. A scheduler which does not support such a large fraction of the traffic is not a viable
option in cellular networks.

This thesis therefore proposes a method to seamlessly handle buffered video streaming traffic
by Shortest-First schedulers. The idea is to consider the buffered playtime at the client-side
for scheduling. While the usage of client-side buffer information has been proposed in litera-
ture [WSP+12, NOALS+13], it was not applied to Shortest-First schedulers. By defining an
equivalent object size based on the buffer level, it is possible to integrate video handling into
Shortest-First without changing the underlying algorithm. A big advantage of this approach is
that videos automatically get more scheduling weight when they are in danger of a buffer under-
run which would lead to a playback interruption and impair the QoE. On the other side, a video
session with plenty of buffered playtime at the client-side can be postponed by the scheduler in
order to serve more urgent transmissions first. This approach can thus deliver an excellent QoE
for video streaming while limiting the drawbacks for other traffic classes.



Chapter 1. Introduction 5

Furthermore, two parameters are developed in this thesis to adjust the size-information for
scheduling. They allow to prioritize video traffic against other services and to achieve a so-
called Implicit Admission Control (IAC). First, by defining an offset for the equivalent ob-
ject size, the maximum priority given to video transmissions can be limited. Second, IAC
is achieved by reducing the priority of videos with a very low buffer-level. Thereby, in case
of overload, ongoing video transmissions can be protected implicitly against an unsustainable
amount of newly arriving videos and against other videos, for which the radio channel is not
sufficient to support the required data rate.

As for the first contribution, the design of the algorithm and its prerequisites are discussed
and the performance is evaluated thoroughly by network simulation. Emphasis is laid on the
influence of the traffic mix and trading the requirements of different abstract application classes
(web, download, streaming). When using buffer information, a superior performance for the
total network traffic can be achieved.

1.3 Structure of this Work

This thesis is structured as follows. Chapter 2 gives an overview of Internet traffic studies with
respect to traffic characteristics and composition from literature. Furthermore, the influencing
factors on QoE are discussed, and the central traffic objects for traffic modeling and assessment
– transactions – are introduced. Then, Chapter 3 introduces the concept of cellular networks.
It first presents the principles of cellular access networks and radio communications with a
focus on LTE technology. Resource allocation, including spectrum sharing techniques and a
classification of state-of-the-art schedulers, is introduced. Chapter 3 concludes by giving a
survey of literature on applying size-based scheduling to cellular networks.

The main contributions of the thesis are motivated and derived analytically in Chapter 4 and
Chapter 5. In detail, Chapter 4 presents the length exponent γ which allows to combine size-
based and opportunistic scheduling principles into one algorithm. Followingly, Chapter 5 con-
siders the treatment of buffered video streaming traffic by Shortest-First schedulers and moti-
vates the approach of using client-side buffer information. It is discussed, how this information
can be acquired and applied for resource allocation.

As a basis for performance evaluation, Chapter 6 introduces the simulation model and evalua-
tion metrics. This comprises primarily the models of the cellular network and the wireless chan-
nel as well as realistic traffic scenarios. Besides conventional metrics like cell throughput and
transmission durations, utility functions for the assessment of QoE are introduced. Chapter 7
contains a detailed performance evaluation of the proposed algorithms and reference sched-
ulers. The presented simulation studies cover realistic traffic scenarios with varying boundary
conditions. First, the general system behavior of different schedulers with respect to the per-
formance metrics is evaluated and compared for a range of boundary conditions. Then, the
influence of the introduced parameters is highlighted for different traffic scenarios. The chapter
closes with the inclusion of video traffic and a discussion of the chances offered by the proposed
contributions. Finally, the thesis is concluded in Chapter 8 and an outlook is given.
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2 Mobile Network Traffic and User
Experience

Communication networks serve the purpose of transmitting information from one place to an-
other. Traditionally, cellular networks, which are the subject of this thesis, offered a mobile
telephone service. However, today the fraction of such voice traffic in the total volume is very
small. The transmission of data traffic, e. g. for web browsing, multimedia, social networking,
and file transfers over the Internet makes up the major part of the transmitted volume. The
characteristics and volume of the transported traffic have an impact on network operation and
consequently on the QoE the users have with their connections.

The Internet is packet-switched with IP as the common network layer protocol. Internet traffic
is known to be bursty [LTWW94]. This challenges especially the cellular access link, as it is
a shared medium and often the rate bottleneck for the connections using it. The aggregated
traffic of the users within a cell arrives at the base station and queues up in a buffer. This buffer
grows whenever the instantaneous arrival rate exceeds the capacity of the radio resources which
leads to increasing waiting times. While the functioning of cellular networks will be thoroughly
discussed in Chapter 3, the resulting transmission behavior may lead to packet delay and loss. In
this chapter, we will first discuss the impact of this transmission behavior on the user’s service
quality.

Because mobile network operators earn money by selling communication services to their cus-
tomers, it is in their interest to serve as many users as possible. At the same time, the operation
of networks is costly, which means that an efficient usage of the deployed resources is required.
However, pushing the utilization of the available network resources to the limit leads to dimin-
ishing user experience, because the bandwidth available to individual users will decrease and
waiting times will increase. This may lead to users quitting the service. To sum up, for network
operators it is essential to understand the nature of the expected traffic as well as its estimated
volume and the influence on user experience depending on the deployed resources.

In this chapter, we will therefore first take a look at today’s Internet traffic in cellular networks
by discussing recent traffic observations and forecasts from literature, see Section 2.1. This
allows us to derive traffic models for performance evaluation. Section 2.2 deals with user ex-
perience and how it can be evaluated and improved. Then, the application classes on which we
focus in this thesis are introduced in Section 2.3. Finally, the central traffic objects for modeling
and performance evaluation – transactions – are presented in Section 2.4.

7
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Figure 2.1: Predicted traffic growth in mobile access networks world-wide [Cis14].

2.1 Large Scale Traffic Observations and Forecasts

An often cited traffic forecast is the Cisco Visual Networking Index [Cis14]. It predicts an
exponential traffic growth in mobile networks for the following years. Figure 2.1 shows a graph
from Cisco’s forecast illustrating the total traffic and its composition in mobile networks. It
states a Compound Annual Growth Rate (CAGR) of 61% up to the year 2018.

Apart from Cisco Systems Inc., another company which works on improving QoE and investi-
gating today’s Internet traffic is Sandvine Inc. It publishes a bi-annual report of Internet traffic
observations [San14]. These reports discuss developments of fixed and mobile network traffic.
Especially traffic volume and traffic composition are investigated thoroughly with data from
many network operators all over the world. Figure 2.2 shows the traffic composition for mo-
bile networks in Europe given in [San14]. In downstream direction, real-time entertainment
is the largest fraction of traffic with YouTube being the service with most volume. Except for
Africa and Latin America, this is similar in the other regions. Also web browsing and social
networking contribute large fractions to the total traffic. The dominance of video streaming in
the mobile traffic volume is in agreement with the forecast from Cisco [Cis14].

An interesting analysis of a large-scale traffic trace in a 3rd Generation (3G) cellular network
from the year 2007 is presented in [PSBD11]. Although the findings on data rate are likely
superseded by the roll-out of new technology, the indicated characteristics of user behavior are
expected to still be valid. [PSBD11] states that the majority of users exhibit a low mobility, i. e.
the users tend to remain within a single cell and move within a radius of one mile. Furthermore,
the authors point out a traffic imbalance with respect to users and base stations: "Less than
10% of subscribers generate 90% of the load, while 10% of base stations carry 50–60% of the
load." [PSBD11]. This fits well to the findings on subscribers’ traffic distribution in the recent
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Figure 2.2: Traffic composition in Europe measured by Sandvine [San14].

Sandvine report [San14] (with variations depending on the investigated region). More recently,
the authors of [HQG+13] conducted a large-scale measurement study in a commercial LTE
network in the U.S. They report a heavy-tailed flow size distribution. This means that most flows
are very small ("90 % of flows carry no more than 35.9 KB downlink payload" [HQG+13]) while
most traffic volume is transported in a few large flows (61.7 % of downlink volume in 0.6 % of
flows). Another academic work investigating fixed Internet traffic and covering five years of
traffic traces (ending in the year 2010) is [IP11]. The authors use log files from a global proxy
network and analyze the evolution of content type and web page characteristics by inspecting
the structure of individual web pages. Important findings are the increase of video streaming
and the complexity of web pages offering dynamic content and client-side interactions (i. e. the
usage of JavaScript, Cascading Style Sheets (CSS), and eXtensible Markup Language (XML)).

[FLM+10] investigates traces of smartphone traffic from the year 2009. It attests the dominance
of web browsing with respect to traffic volume and a large fraction of objects with small transfer
sizes (30% smaller than 1 kByte for one of the data sets). Comparing [FLM+10] with the more
recent studies in [Cis14, San14] shows that the fraction of multimedia in the traffic volume
has grown dramatically. In contrast to [FLM+10], which measures traffic at the client side,
another study is presented in [MSF10] taking traffic traces at the network side and filtering
this traffic for mobile device signatures. With this approach, [MSF10] investigates the traffic
of hand-held devices that access the Internet through Wireless Local Area Networks (WLANs)
which are connected via residential Digital Subscriber Line (DSL). The traffic traces are from
the years 2008 and 2009. At that time, iPhones and iPods from Apple clearly dominated the
traffic from mobile devices (86–97%). Most residential traffic went over Hyper-Text Transfer
Protocol (HTTP), with a median object size of ≈ 10 kBytes.



Chapter 2. Mobile Network Traffic and User Experience 10

A similar work is [FMM+11] which is based on a traffic measurement from February 2011
in wireline access networks and concentrates on YouTube video streaming. [FMM+11] thor-
oughly investigates the difference between mobile and PC clients as well as the user interactions
when watching videos from YouTube. For example, video size distribution and abortion ratio
are considered. Also focusing on video streaming towards mobile devices, [LLG+13] investi-
gates server-side traffic traces of a video service supplying transcoded versions of a video to
mobile devices. The authors point out the heterogeneity of software and hardware of mobile
devices and the many versions of a video this necessitates. For a 2010 traffic trace, [LLG+13]
obtains a mean file size of 2.78 MBytes per video, a median playback duration of 162 s, and
encoding rates ranging from 51–423 kbit/s.

We can summarize the following central findings from the discussed literature:

- An excessive (exponential) growth of data traffic volume is predicted for the following
years, especially driven by video streaming.

- Today, the largest fractions of traffic volume originat from (buffered) video streaming and
web browsing (including social networking, which has similar characteristics).

- The general object size distribution is assumed to have a heavy-tailed nature.

- Due to client side interactions and caching, web browsing comprises a large number of
very small objects (few kBytes).

- In relation to that, video streaming consists mostly of larger objects (several MBytes).

- A large fraction of users in cellular networks exhibit low mobility.

With such an intensive traffic growth, it is likely that peaks of traffic demand occur, during
which the required data rate of the users’ applications exceeds the capacity of a cell. While
network operators try to extend their network bandwidth such that the network can cope with
the offered traffic, an ever increasing demand still may lead to frequent high load situations.
Apart from overload caused by an insufficient capacity of the access network, load peaks exist.
An often observed characteristic of Internet traffic is its burstiness [LTWW94]. Such traffic
bursts have the potential to temporarily overload a cell. While these situations do not last long,
interactive services which require low latency can still be significantly impaired. Therefore,
during overload situations, it is important to have a scheduler that allows a graceful service
degradation. This means that, although it is not possible to satisfy all traffic demands anymore,
most users should not notice the overload. Instead of reducing the QoE of all traffic, only some
low priority or background applications get delayed. The transmissions of these applications
usually are not time-critical such that there is little degradation in QoE. At the same time, the
interactive services still work satisfactory.

In this thesis, we focus on scheduling to improve the user experience in a cellular system. The
presented traffic observations motivate that for an ever increasing demand, an efficient network
operation is essential. An intelligent scheduling algorithm allows to distribute the limited re-
sources such that most users will not notice inevitable overload situations during peak traffic
times. By replacing common schedulers like Proportional Fair (PF) with the ones presented in
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this thesis, operators can allow more traffic in their cells without increasing network resources
or reducing QoE.

2.2 User Experience

The focus of this thesis is on improving the user experience in cellular systems. Therefore,
the assessment of this user experience plays a crucial role. In this section, we first distinguish
between QoS and QoE. Then, classical service differentiation mechanisms are introduced and
the relationship between user experience and fairness is discussed.

2.2.1 Quality of Service and Quality of Experience

The term Quality of Service (QoS) usually denotes quantifiable metrics at the network layer
which help to predict how well an application will behave. Important metrics for QoS evaluation
are bandwidth, delay, jitter and packet loss distributions. They are usually measured at network
nodes like routers and allow to evaluate traffic crossing this node. Furthermore, QoS metrics
are used to define Service Level Agreements (SLAs) which describe the traffic and forwarding
properties of contracted service delivery between customer and network operator.

In contrast to this classical way of measuring QoS with network level metrics, the prevalent
term for approaches assessing the user experience is Quality of Experience (QoE). This shall
underline that not the network metrics alone but also their impact on the application behavior,
which is experienced by the user, is of interest. For example, while jitter may not have any
influence on the playback of a streamed video when the buffer is large enough to compensate it,
it can render a voice call completely dissatisfactory, where large buffers are prohibitive due to
latency requirements. Thus, the type of application and its requirements are decisive whether a
certain QoS metric has an impact on the QoE or not.

The approach in this thesis for evaluating user experience complies with what is denoted by
QoE. We want to observe what influences the satisfaction of a user with a certain application.
The difficulty is that user experience is a very subjective measure and depends on the respec-
tive application. A way to evaluate QoE is the Mean Opinion Score (MOS). It expresses the
averaged subjective opinions of users with a service. In a survey, the users can rate the service
under test on a scale between 5 (excellent service) and 1 (bad service). For voice services a
complete test setup to conduct a MOS survey is defined by the ITU in [IT96]. In [NUN10], a
survey has been conducted, in which users were asked to rate several Internet services includ-
ing web browsing, voice calls, e-mail service and file downloading. The essential parameter for
all services in [NUN10] is the waiting time. As a result, the authors give functions mapping
waiting times to MOS for the respective services. Also differences with respect to the mood of
users, i. e. how relaxed they were, and the place of use are investigated.

A further survey on MOS for web browsing is given in [ARMNO+10]. The article describes
a user experience study resulting in MOS values for different service response times of web
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servers. It is worth noting that their derived utility functions contain the size of the web page,
which agrees well with our approach described in Section 2.4.2.1

Nielsen [Nie10] points out three different time thresholds which are important for human per-
ception. Waiting times below 0.1 s are perceived as an "instantaneous response" [Nie10]. Up
to 1 s, humans feel an increasing lag, but still perceive the service as interactive. Between 1 s
and 10 s, a delay is clearly noticeable and annoys the users, while for more than 10 s many users
will switch to other tasks and may abandon their requests. These time thresholds have also been
adopted by the ITU and are applied to a model for predicting the MOS of web browsing [IT05].

A generic model for the mapping from QoS metrics to QoE is proposed in [FHTG10]. Deteri-
orations in the QoS required for an application, called QoS disturbances, lead to a reduction in
QoE. Similarly to [Nie10], the authors identify three QoE regions: Unaffected user experience,
i. e. the quality only depends on the original service, QoE degradation where the user satis-
faction quickly decreases, and finally unacceptable service quality, where most users abandon
their request, i. e. they have no service quality at all. A central finding is that a certain amount
of QoS degradation has a large impact when the QoE is high and a small impact when the QoE
is already low. Accordingly, assuming a linear gradient for this observation, [FHTG10] sup-
poses the QoE value to be an exponential function of the respective QoS metric. As [FHTG10]
states, this is in contrast to [IT05, KH02] which assume a logarithmic relationship. Examples
and experimental results are given for voice quality that depends on loss and jitter, and web
browsing that depends on the response time. [FHTG10] bases its investigation of web browsing
on [KH02], which contains a survey of canceled web requests and derives a relation to delivery
bandwidth and estimated delivery time.

While for most applications the QoE mainly depends on the time it takes to finish a transmission,
for video traffic an uninterrupted playback is important. We discuss this in detail in Section 2.4.2
and introduce utility functions for video streaming to assess the user experience in this case.
Also resolution, image quality and other aspects of the video itself have an impact. However,
such service parameters are out of scope for this thesis as they are not influenced by the network
behavior (assuming no network adaptive quality changes are applied).

A study focusing on the QoE of video streaming (at the example of YouTube) is [HSH+11]. The
authors used crowd sourcing to let people across the Internet evaluate their satisfaction with
video playback depending on how the video was transmitted. To this end, [HSH+11] varies
the number and length of video interruptions as influence factors. [MCC11] presents a much
smaller survey with 10 users assessing video quality in a testbed scenario. In this scenario, they
vary bandwidth, loss rate and delay and relate these network QoS metrics to video QoE. Both,
[HSH+11] and [MCC11], agree that the number of video interruptions has the largest impact
on the QoE of buffered video streaming.

A good QoE leads to users being content with their service and network operator. On the other
side, a bad QoE may result in customers quitting the service of the provider. For a profitable net-
work operation, it is therefore advantageous to provide the best possible QoE with the existing
resources and may offer a competitive advantage for the network operator.

1We will discuss the resulting scheduling algorithm from [ARMNO+10] in Section 3.5.5.
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Figure 2.3: Illustration of an example network topology between client and server.

2.2.2 Service Differentiation

Classical approaches aiming to improve the QoE employ service differentiation. As it was
pointed out above, different applications have different requirements for a satisfactory QoE.
While some transmissions like voice calls have tight latency requirements, much of the traffic
like web browsing should just be transported as fast as possible, denoted by best effort.

The basic finding that for real-time communication the QoS offered by best effort forwarding is
not sufficient has led to the development of the Integrated Services (IntServ) model [RFC1633].
Bodamer gives an overview of it in [Bod04, pp.59–66]. IntServ relies on the Resource reSer-
Vation Protocol (RSVP) [RFC2205] to reserve resources for a flow on the whole path between
server and client. This allows to give absolute guarantees in terms of QoS metrics. Figure 2.3
illustrates an example of Internet topology containing the different network domains between a
mobile terminal client and a server located in a data center. To reserve resources for a connec-
tion, all routers along the path need to participate in RSVP. If too few resources are available,
admission control will reject new reservations. However, as [Bod04] points out, there are sev-
eral drawbacks limiting the scalability of IntServ and prevented its wide-spread adoption.

An alternative approach of service differentiation in IP networks is Differentiated Services
(DiffServ) [RFC2475]. Instead of managing absolute QoS guarantees per flow, it performs a
relative prioritization between different service classes with the possibility of QoS guarantees
for the traffic aggregate in a certain class. This avoids the necessity of resource reservation and
flow state in routers, while packets of time-critical applications can still be treated preferentially
in the routers. In contrast to end-to-end reservations, as in the case of IntServ, DiffServ only
specifies the Per-Hop Behavior (PHB) when forwarding a packet in a router.

For this purpose, the classes expedited forwarding [RFC3246] and assured forwarding
[RFC2597] have been defined in addition to the default best effort class. Packets of the ex-
pedited forwarding class shall experience low delay, jitter, and loss. This often means that they
are strictly prioritized over the packets of other classes and that admission control is neces-
sary to avoid over-booking. Assured forwarding comprises several classes with relative priority
levels. For each class, a certain minimum bandwidth and buffer space shall be available and
packets of different classes have to be treated independently. Within a class, a drop precedence
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of three levels is defined, which means a relative distinction of drop probabilities. In general, a
low packet drop probability shall be achieved when the bandwidth consumed by the traffic of a
class is below its specification, while excess traffic may be subject to higher drop probabilities.

For packet classification, DiffServ relies on the Differentiated Services Code Point (DSCP)
header field defined in [RFC2474], which is a part of the IP packet header. It can be set by the
end system and the edge nodes of a DiffServ domain. A DiffServ domain is "a contiguous set of
nodes which operate with a common set of service provisioning policies and PHB definitions"
[RFC2475]. Usually, the network of an individual operator represents such a domain. In the
example of Figure 2.3, the provider network and the core network could be different DiffServ
domains. According to the SLA between the network domains, the traffic of a class may be me-
tered, shaped or reclassified at the edge of a domain. Accordingly, the DSCP may be changed
to comply with the domain-internal PHB of the respective traffic class. This means that the
end-to-end behavior cannot be guaranteed with DiffServ, because the PHB may be different
in the traversed domains. The idea behind the DiffServ architecture is to move complex func-
tions to the edge of the network and to have simple forwarding rules within the internal nodes
[RFC2475].

To sum up, service differentiation allows to distinguish between traffic classes with diverse
requirements. It goes beyond pure best effort forwarding in that it allows to prioritize the packets
of time-critical services. Thus, a QoE deterioration in the case of network congestion can be
avoided for these services. This works in particular well, if time-critical applications require
few bandwidth and high volume services have weaker latency requirements as it is common
for most services2. A challenge is to classify packets of different applications and to map these
classes to a certain forwarding behavior in order to improve the overall QoS. Several QoS-aware
scheduling algorithms for network nodes exist for this purpose. [Bod04] presents a survey of
algorithms and proposes Weighted Earliest Due Date (WEDD) which allows the simultaneous
differentiation of latency and packet loss requirements between QoS classes.

In this thesis, service differentiation is assumed for voice and other real-time traffic, which
should be handled separately from best effort traffic to achieve the necessary QoS requirements.
The QoS technology of IP Multimedia Subsystem (IMS), which is implemented in LTE cellular
networks, is based on DiffServ. Therefore, we assume the base station’s scheduler to be able
to identify real-time traffic and to treat it accordingly. Beyond that, the proposed scheduling
solution shall be able to improve the QoE of all other traffic within a single class. For buffered
video streaming, application information will be exploited allowing to integrate this type of
traffic into the best effort class without further differentiation. This combined scheduling offers
advantages that will be discussed in Chapter 5.

Assuming a network topology similar to the one illustrated in Figure 2.3 means that the wireless
link will often be the rate bottleneck of the path from end to end. While data center upstream
connection, core network links and the links inside of Internet Service Provider (ISP) networks
usually have rates in the order of Gbit/s and exhibit large capacity reserves, the average capacity
of an LTE cell is below 100 Mbit/s. In this situation, data handling at the base station can have
a major impact on latency and transmission times. First, data can queue up in the buffer of the

2For example, an exception is high-definition video conferencing, which is therefore rarely found in the public
Internet.
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base station when the instantaneous arrival rate is larger than the cell capacity, e. g. due to new
traffic flows or rate fluctuations of the wireless channel. The resulting waiting time in the buffer
adds to the end-to-end latency of the affected traffic and can be significant. Second, the radio
bandwidth is a shared resource among all traffic flowing through a cell. When the rate bottleneck
from end to end is the wireless link, it follows that the rate available to an individual connection
depends on the amount of competing traffic and the behavior of the scheduler. In turn, the
resulting rate determines the transmission time of a certain amount of data. Consequently,
service differentiation and the scheduling algorithm in the base station can greatly influence the
QoE of the served users.

2.2.3 Impact of Resource Fairness

Resource fairness is an important factor in scheduling tasks. It means that competing jobs have
a similar chance to obtain resources. Especially in wireless networks, where the channel condi-
tions are very unevenly distributed among users, it is important to maintain a certain minimum
rate for every transmission. However, this comes at the cost of a reduced cell capacity as it is
expensive in terms of radio resources to transmit a certain amount of data over an unfavorable
channel (see Section 3.4.2).

Traditional fairness criteria applied in cellular networks are, Jain’s fairness index [JCH84], a
distribution-based fairness criterion (see [NGM08]), or comparing cell center and cell border
users, for example. These fairness criteria are often applied to the rate or amount of resources
the users get. However, these approaches are only suitable for full buffer traffic (also known
as greedy traffic). Only when every user demands as many resources as possible, the average
rate is well-defined. In contrast, the realistic traffic in a radio cell tends to be heterogeneous
and bursty. When a user requests a small data object which only requires a fraction of the radio
resources in a time slot, the rate relevant for fairness cannot be defined reasonably.

Furthermore, evaluating fairness is also a matter of the time-scale at which it shall be measured.
It is very difficult to maintain fairness at a time-scale of milliseconds, because this would greatly
reduce the flexibility of the scheduler. On the other side, for fairness at large time-scales (e. g.
hours, days) the scheduler has effectively no influence, because the average radio channels of
the users are very similar for such long periods. Also, the effect of fairness is only relevant
at the time-scale at which it influences the application experience for the user. Transmission
durations differing by some milliseconds may not be noticeable in most applications, whereas
the average data rate during one hour is not relevant for the QoE of an interactive service.

In general, a lack of fairness becomes a problem when it results in a degraded user experience
or a permanent deterioration in service quality for some users. This is especially significant
when users have unfavorable channel conditions for a long time, e. g. when they stay at a place
with bad cellular coverage. However, this cannot be expressed in terms of average data rate
over some time and depends on the used applications. Therefore, fairness will be evaluated by
discussing the distributions of transmission durations and user experience over all considered
transmissions. This allows us to determine outage and inequalities between different transmis-
sions and to assess how a scheduler could improve fairness and at which cost in terms of cell
capacity and reduction of the average QoE.
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2.3 Traffic Classification

A large number of network applications and Internet services exist. New services can emerge
from one day to the other and existing ones may shrink in popularity and disappear over time.
Therefore, it is not reasonable to reproduce today’s Internet traffic and draw general conclu-
sions from this. In this thesis, we will instead use a set of application classes which exhibit a
common behavior and have similar requirements. The classification is defined with a focus on
the suitability to assess QoE. Existing network applications can then be mapped to these classes
without changing the fundamental findings qualitatively. Namely, we concentrate on interactive
traffic, background traffic, and buffered video streaming. The majority of traffic volume and
application requirements that are reported in the literature discussed above, e. g. in [San14],
can be attributed to one of these classes. In the following sections, important properties of the
respective classes will be introduced. Then, Section 2.3.4 also presents real-time traffic and
argues why it will not be covered by the simulation studies.

2.3.1 Interactive Web Traffic

Interactive web traffic contains everything related to web surfing. Traditionally, this is the World
Wide Web (WWW), where a user with a web browser types a Uniform Resource Locator (URL)
or clicks a link and waits for the result to appear on the screen. This represents a classical client-
server-architecture, in which the client (i. e. the user) requests content and the server responds
and delivers this content. Until today, many other services like Internet shopping and social
media emerged, sometimes also called Web 2.0. Compared to traditional web services, they
offer increased client-side functionality by applications running inside the web browser (e. g.
JavaScript) and customizable content. However, the mentioned web services have in common
that a user interaction usually leads to a network transmission fetching requested content or
uploading data. The user then sees the result once this content is available or the upload is
complete.

Most web traffic uses HTTP. The transmission of a web-site usually consists of multiple trans-
port layer connections comprising the transmission of the main object (main frame) and the
embedded objects (e. g. images, layout, scripts, multimedia content). The HTTP-Archive tracks
the properties of the most popular web-sites [HTT]. Although it tracks only the entry pages of
the inspected web-sites, some conclusions about the traffic characteristics can be drawn. Com-
pared to other traffic classes, the objects of web traffic are rather small. Especially transmissions
for navigation within a web service, when layout and client-side scripts like JavaScript have al-
ready been transmitted, can be very small. As the user usually looks at the screen and waits for
a response, it is crucial to transmit these objects fast. This is discussed in detail in Section 2.2.

Web traffic usually is elastic traffic. That means that the data rate adapts to the maximum
possible rate on the whole path end-to-end; the higher the data rate, the shorter the transmission
duration. Limits to this elasticity come from transport protocols, congestion on the transmission
path and server behavior. For example, Transmission Control Protocol (TCP) requires some
time to adapt to a change in the available data rate on the end-to-end path, e. g. caused by
fluctuating cross-traffic or varying channel quality on the access link.
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Through an extensive measurement study in a large commercial LTE network, [HQG+13]
shows that protocol interactions and application behavior can be a problem leading to an in-
efficient bandwidth usage. This is mainly due to TCP and application layer effects. [HQG+13]
reports undesired TCP slow starts and undersized receiver windows limiting the effective data
rate. To reduce the effects from such rate fluctuations, especially the operators of cellular ac-
cess networks use caching and proxy servers (so called Performance Enhancing Proxies, PEPs
[RFC3135]) in their networks [XJF+15]. Several proposals and evaluations of split-connection
PEPs for 3G and LTE networks exist, e. g. [MSH03, IBL08, FHN12]. They demonstrate a
significant improvement in the utilization of bandwidth resources on the wireless access link.
Buffers in the access network further help to make fast channel fluctuations transparent to TCP.
In future networks, router-assisted congestion control could help to improve the reaction time
towards rate fluctuations [PSH09].

Such mitigation mechanisms limit the influence of the transport layer on Medium Access Con-
trol (MAC)-layer resource allocation. Furthermore, the influences from the application and
transport layers are not in the focus of this thesis and are orthogonal to the performance com-
parison between the investigated MAC-layer schedulers. Consequently, we assume an ideal
elasticity, i. e. an instantaneous adaptation to the available bandwidth of the access link for web
traffic. In contrast, for the video streaming class (see Section 2.3.3), rate pacing by the content
server will be considered as it limits the transmission rate on a much larger time scale.

2.3.2 Background Traffic

We attribute all traffic that is not interactive and neither belongs to the streaming nor the real-
time classes to the background traffic class. That means that usually a user does not wait for the
completion of a transmission without doing something else in the meantime. As background
traffic, we classify for example the download of large files, application updates, e-mail synchro-
nization, backup services etc. Often, a background transmission consists of a single or few large
objects (e. g. a file download). The size of an object can be several orders of magnitude larger
than the average web traffic object. Background traffic usually also is elastic, because many
background applications use TCP at the transport layer.

Peer-to-peer traffic also belongs to background traffic, as it is normally used to exchange large
files like software archives, videos, and music. While the transmission characteristics differ
from classical web traffic, the principal behavior as well as the QoE requirements are similar.
Therefore, we also assign peer-to-peer traffic to the background class.

2.3.3 Video Streaming

Today, a large fraction of mobile Internet traffic is video streaming [Cis14, San14]. There are
some real-time video transmissions like live-TV and video calls, but the major part is buffered
video streaming like YouTube [You]. Sandvine Inc. reports YouTube to be the top peak period
application by volume for mobile access in North America and to be number two in Europe,
Latin America, and Asia-Pacific [San14]. Furthermore, Alexa [Ale] reports youtube.com to be
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Figure 2.4: Screenshot of a video played in YouTube [You].

the third most popular web site in the world. Correspondingly, we assume its behavior to be
representative for video streaming.

Buffered streaming means that the transmitted data is not played out immediately, but a buffer
of usually some tens of seconds worth of playtime is maintained at the client side. The purpose
of this buffer is to compensate temporary reductions of the effective data rate below the video
rate, e. g. due to congestion or bad quality of the wireless channel. The advantage of saving the
users from most network problems and rate fluctuations has led to the wide-spread adoption of
this technique. Figure 2.4 shows a screenshot of the YouTube player (Flash-player embedded
into the web-site). The indicated timeline provides information about the current position in the
video and how much data is buffered ahead. When the buffer drops to zero, the video will pause
and a re-buffering phase is required before playback resumes.

A user wishing to watch a video will send an initial request for it. Once the video plays, there
are usually few user interactions ([FMM+11] reports less than 2% of sessions with a resolution
switch). In terms of scheduling, the playback duration is a very long time (the average video
duration is in the order of several minutes). During this time, video data is transmitted according
to the rate of the video. For a satisfactory video service, there should be no buffer under-runs as
this would interrupt video playback. The median object size of such buffered video streaming is
larger than for the other classes. [FMM+11] reports a median of ≈10 MBytes. Popular servers
of video streaming services throttle the data transmission, because users often abort a video
after having seen a small fraction and the service providers want to save resources. This means
that the elasticity of this kind of traffic is limited.

A proposed mechanism to react to changes in the available bandwidth or to comply with the ca-
pabilities of the client is adaptive bitrate streaming. A prominent example is Dynamic Adaptive
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Streaming over HTTP (DASH), which has been standardized [ISO14] and has been specified
for usage in 3GPP Release 10 [3GP14a]. The idea is that segments of the video are available
at the server in different formats (i. e. different resolution, quality, etc.). Whenever the video
rate exceeds the available bandwidth, the client is able to request the following segments with
a lower encoding rate. If the transmission bandwidth increases again, the client updates video
quality accordingly. By this, interruptions in playback shall be avoided and the video content
shall always be delivered at the best possible quality. While DASH certainly is an interesting
technique to improve the QoE of video streaming, it is out of the scope of this thesis. We
concentrate on those aspects that can be controlled by scheduling radio resources at the MAC-
layer. Adaptive bitrate streaming, as an application layer technique, can still be used on top of
the investigated algorithms.

2.3.4 Real-Time Traffic

We specify applications with very short latency requirements per packet as real-time traffic.
Notable examples are Voice over IP (VoIP), video-calls, and live-TV. When making a voice
call, according to the ITU, the end-to-end latency of the audio signal ("mouth-to-ear") should
not exceed 150ms or the QoE will be impaired [IT03]. Depending on the codec and processing
times at the end systems, several tens of milliseconds will be required for coding and decoding.
Also the network latency and scheduling-independent delay of the access network add up to
the delay budget. In the end, there is a limited flexibility for scheduling this kind of traffic.
Consequently, many networks strictly prioritize packets transporting real-time traffic. Because
of that, we will not investigate real-time traffic any further in this thesis. As discussed above, this
only concerns a small fraction of today’s traffic volume. The investigated schedulers could be
easily extended by a hierarchical scheduler instance which strictly prioritizes real-time traffic.

2.4 Application Layer Objects – Transactions

In this work, the focus is on user experience. Therefore, it is important to model traffic such
that we can evaluate effects visible to the user. Consequently, traffic objects are modeled at the
application layer and the performance is evaluated by formalized QoE metrics. Such application
layer objects are denoted as transactions. Transactions contain all network traffic that leads to a
perceptible result for the user. They were developed in [PKV11] and [PKWV12]. An extensive
work on the term, its meaning, definition and consequences has been done by M. Kaschub.

Modeling transactions is fundamentally different from modeling traffic at packet granularity.
Packets are bound to a small object size, which means that – considering the scheduling granu-
larity in our system – they have a similar size. In contrast, the size of transactions can differ by
orders of magnitude, with some transactions containing several Gigabytes (e. g. a DVD image
of a Linux distribution). More important, the transmission of single packets is not noticeable by
the user. Only a finished transaction leads to an observable result. From this perspective, only
the delay of the last packet in a transaction is important, while all the others are irrelevant for
the user (as long as they are delivered before the last one). This will be represented in the QoE
performance metrics, which consider transmission properties like duration or rate with respect
to transactions.
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Figure 2.5: Message-sequence chart of an exemplary transaction illustrating a client requesting
a web-site and its embedded objects.

In this section, we first define transactions and give examples which transmissions belong to a
single transaction. An overview of the common properties is given and differences with respect
to the application class, a transaction belongs to, are introduced. Then, utility functions for
the evaluation of a transaction’s QoE are discussed. Different application classes have different
requirements for delivering a satisfactory experience to the users.

2.4.1 Transaction Definition and Properties

As introduced above, a transaction is defined from the user’s perspective. Therefore, a trans-
action contains all transmissions that are necessary for a perceptible result. For example, in
web-surfing a user clicks on a link and the browser sends a request towards a web-server as
illustrated in Figure 2.5. Then, the server responds with the main Hyper-Text Markup Lan-
guage (HTML) object, which possibly references to CSS, JavaScript, other scripts and content
media like images, video or audio files. Requests for these embedded objects are issued by the
browser and finally, when all necessary objects have been received by the client, the browser
displays the web-site. For this type of interaction, the most important factor of the network
transmission influencing the user experience is the delay between the initial request and the
observable result, as we discuss in Section 2.4.2.

Such an approach directly considering application layer information can be denoted as cross-
layer scheduling. In this thesis, the focus is on resource allocation at the MAC layer of the
wireless link. Therefore, using knowledge from the application layer means a cross-layer con-
cept. It goes beyond traditional resource allocation in that not only a single queue is kept per
user device, but the scheduler has to distinguish between different transactions of the same user.
This could be achieved for example by using the concept of radio bearers defined for LTE net-
works to classify different traffic streams3. Joshi et al. [JKPS00] argue already in the year 2000
for the upcoming CDMA systems the availability of job size information in the base station.

3We will discuss the cellular architecture in detail in Chapter 3
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They refer to the "isolation between the wired and wireless links"[JKPS00] by using proxies
and other techniques in the access network to be common practice4. Such proxies could deliver
information on application layer objects. Furthermore, in modern cellular networks, it is possi-
ble to obtain transaction size information. For example, LTE specifications [3GP10] state that
the Packet Data Network Gateway (P-GW) may use Deep Packet Inspection (DPI) techniques
for packet filtering. With DPI available, for the web surfing example, one could inspect the
HTTP header containing the content length as well as the HTML frame containing URLs to
the embedded objects. Getting the content size of the embedded objects and combining this
information then leads to the total size of the transaction. The accuracy could be extended by
application layer signaling, with application programmers having an incentive to implement
such a feedback channel in order to improve QoE.

Deviating from the above-mentioned example of web surfing, other applications may have dif-
ferent transmission patterns. We model different types of transactions corresponding to the
traffic classes introduced in Section 2.3. Interactive web traffic and background traffic are mod-
eled as elastic best effort traffic. We assume for this class that all data belongs to a single traffic
object that arrives as a whole at the base station. Following the discussion in Section 2.3.1, we
neglect HTTP interactions as well as transport layer effects like TCP congestion control. As the
MAC layer queuing and transmission delay shall be evaluated, it is isolated by abstracting from
the mentioned higher layer mechanisms. These interactions are independent from scheduling
and would contribute in a similar fashion to the total latency experienced by the user. In ac-
tual systems, operators often deploy caches and proxies in their networks to avoid network and
higher level effects, which supports the assumption to abstract from them.

Buffered video streaming has a different transmission behavior than best effort traffic. Instead
of transmitting the whole object at once, the server only sends a fraction to ensure a certain
playtime ahead of the current position in the buffer [FMM+11, ARMNOLS12]. This has mainly
two reasons. First, many users abort the video after some time before it has finished, which
would mean a large waste of transmission resources for the content server. Second, mobile
devices may not have sufficient memory to store the whole video [FMM+11]. Therefore, we
model video streaming traffic by slicing the video into chunks of equal size and model their
arrival at the base station with an initial buffering phase and a throttling phase where the chunks
are transmitted at a rate proportionally to that of the video. This means that the scheduler can
only allocate radio resources corresponding to the amount of data already buffered in the base
station. Furthermore, the QoE has to be evaluated differently than for best effort traffic, as we
will discuss in Section 2.4.2.2.

An important property of a transaction is its size and especially the object size distribution
of the accumulated traffic. The composition of transaction sizes defines traffic burstiness and
influences to a great extent the behavior of the scheduler and its QoE performance. Many traffic
measurements observe a heavy-tailed size distribution in the Internet [MSF10, FLM+10, IP11].
Practically, this means that most of the objects are very small while most of the volume is
contained in few large transactions. To model file size distributions, log-normal and Pareto
distributions and combinations thereof are often used [NGM08, HCMSS04, Dow01]. We will
discuss the parameterization of the object size distribution in Section 6.1.

4This is in agreement with the discussion on PEPs in Section 2.3.1.
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2.4.2 Utility Functions

We formalize the evaluation of user experience, by using utility functions. The utility describes
the QoE of a transaction, i. e. how the user experienced the transmission. Naturally, this depends
on the requirements of the application and the adherence to these. We define utility for whole
transactions, i. e. it can only be determined when the transaction is finished, either because it
was completely transmitted or because the user aborted it. For example, in web surfing only the
time when all packets have arrived and the result shows up on the screen is relevant to the user.

In this thesis, we employ scalar utility values between zero and one, where one means the best
possible QoE and zero the worst, e. g. when the user aborts the transmission. Naturally, such
a normalization leads to a common weight for all transactions irrespective of their size. A
small transaction can achieve the same utility value as a larger one. This means that a small
transaction is more "efficient" in terms of transmission resources per utility contribution. How-
ever, it is out of the scope of this thesis to model different utility weights for different types
and sizes of transactions. It is prevalent in literature on QoE assessment to work with utility
scores independent of the size of traffic objects. Widely accepted is the MOS, e. g. used in
[IT05, FHTG10, ARMNO+10, NUN10], which is the basis for the employed utility functions.
The average utility metric will be complemented by observations of transaction durations and
the distribution of utility over the size of transactions to get a comprehensive view on the QoE
performance of a scheduler. Furthermore, we distinguish between the outcomes of a measured
property for the different traffic classes. In Section 6.2, the metrics for performance evaluation
will be introduced.

In the following, we discuss utility functions for the application classes evaluated in this work.
Interactive elastic traffic comprises all transactions where the client requests information which
can be used or displayed only after all data has been transmitted. Buffered video streaming
models non-real-time services where a user can request content at any time (also known as
video on demand). The most prominent example of such a service is YouTube [You].

2.4.2.1 Interactive Elastic Traffic

The utility functions for interactive elastic traffic were introduced in [PKWV12]. For services
in this class, the duration of the complete transmission determines the utility. Therefore, the
utility function for this type of transactions depends on the transmission duration. The longer
the user has to wait for a result, the less satisfied he or she is. That means that the utility
function must decrease strictly monotonic. We choose an S-shaped function, as illustrated in
Figure 2.6, motivated by findings in [Nie10] and [NUN10]. Translating the time thresholds of
[Nie10] (discussed in Section 2.2.1) to the utility functions means that utility is high for short
durations, as the user cannot notice or expects a certain small delay. With increasing duration,
utility steeply decreases, because the user feels interrupted and gets increasingly annoyed by
the service quality. After some time, the utility cannot get worse, because the user is already
very annoyed and just wants to get the requested result. Therefore, utility remains at a very
low level. Eventually, the user will abort the transaction, which means that the utility drops
to zero. [FHTG10] argues similarly and defines three areas depending on the respective QoS
degradation (see Section 2.2.1). In [NUN10], the authors performed a survey on the MOS for
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Figure 2.6: Evolution of utility depending on the duration of a transaction.

certain applications. Their findings agree on the fact that the duration is essential for the users’
happiness. Their MOS values will be used to parameterize the utility functions in Section 6.2.3.

The shape of the utility function over transmission duration is influenced by the transaction size.
First, interactive services which rely on a fast response usually transmit only small chunks of
data. Consequently, such small transactions often have tight latency requirements. On the other
hand, large transactions usually are less time-critical. For example, incrementally browsing
through pictures from a web gallery versus downloading the whole archive and watching it
afterwards. Second, users expect that large objects like music, video or high quality image
files require longer to transmit than small objects. This expectation makes them generally more
relaxed with respect to the transaction duration. The assumption that the users’ expectations of
response times is proportional to the object size is also supported by [MRSG99].

A metric describing a similar observation as our utility function for elastic traffic is the stretch
metric introduced in [BCM98] (also called slow down). It is defined as the relation between
the transmission time in an unloaded system and the actual transmission time. The model used
here provides a similar performance metric because the expected duration is proportional to the
transaction size. Minimizing average stretch is therefore similar to maximizing the average util-
ity for elastic best effort traffic. In [RRSS05] strict packet-deadlines are relaxed with a z-shape
towards a time-utility function which has a similar shape to our transaction utility functions.
Another study observing that the expected transmission duration depends on the object size is
[ERHS12]. Two MOS surveys are presented showing that users rate the same waiting time for
a 10 MBytes file download much higher than a 2.5 MBytes file download.

2.4.2.2 Buffered Video Streaming

As mentioned before, the user experience with video streaming behaves differently than for in-
teractive elastic traffic. Users already consume the video while the transmission is still ongoing.
Again, the time between the user interaction and the start of video play-back has an influence
on the QoE. However, as [HSH+11] and [MCC11] show, the single most important influencing
factor is the number of video stalling events. While video properties like resolution, compres-
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sion and quality and the type of the content may also affect QoE, we do not model them because
MAC-layer scheduling has no influence on them.

Figure 2.7 illustrates an exemplary timeline of video playback. In the beginning, there is a pre-
buffering phase, during which the client-side buffer gets filled. When a certain buffer level is
reached, the video starts playing. If during playback the transmission rate is below the video
rate for some time, the buffer will shrink and may eventually run empty. In the case of such
a buffer underrun, the video stops playing and a new buffering phase is required. Playback
resumes when a sufficient buffer level is reached again. The resulting video interruptions, or
stalling events, have a detrimental effect on QoE. In contrast, a short initial buffering time and
playback without interruptions lead to high QoE.

Therefore, we model the utility function for buffered video streaming depending on the cumu-
lative buffering duration and the number of stalling events. The parameterization of this model
bases on the findings in [CSH13] and will be presented in detail in Section 6.2.3.2. Gener-
ally, playback without interruptions means a utility close to 1 with a slight impact of the initial
buffering duration. Each stalling event, i. e. an interruption of video playback, decreases utility.
The longer the interruption, the stronger is the utility degradation. The duration of an interrup-
tion depends on how fast the buffer gets refilled. The final utility of the video is determined
by the number of interruptions and the relation between the accumulated stalling duration and
the total video playback duration. When a single stalling event exceeds a maximum allowed
threshold, the video transaction is aborted and the utility is U = 0.



3 Scheduling in Cellular Networks

This chapter first introduces radio propagation and cellular networks and distinguishes them
from other wireless access technologies in Section 3.1. General possibilities how to divide the
radio spectrum between different users are discussed in Section 3.2. Then, Section 3.3 describes
the scheduling tasks, i.e. what needs to be considered when assigning radio resources to differ-
ent users. In Section 3.4, existing concepts of cellular schedulers are introduced and classified
according to the information sources they use and the optimization targets they have. An intro-
duction to classical scheduling approaches in cellular networks will be given in Section 3.5 and
in Section 3.6, the focus will be on algorithms applying the Shortest-First principle.

3.1 Radio Propagation and the Concept of Cellular Networks

The wireless transmission of information from a source to a destination can be achieved by
modulating electromagnetic waves. On their way to the destination, such radio signals lose
strength due to various factors. The combined effects from the propagation environment and
the sender and receiver properties can be described in a model of the radio channel. First, due to
expansion and depending on the medium, the signal loses strength with increasing distance be-
tween sender and receiver. This is called path-loss. Second, obstacles in the direct path between
sender and receiver can reduce the signal power, which is often called shadowing. Finally, re-
flection and diffraction of the electromagnetic waves emitted by the sender at environmental
obstacles can lead to multiple paths on which the signal reaches the receiver. The superposition
of the signals from different paths can add up constructively or destructively at the receiver. In
general, sender, receiver or environmental obstacles are in motion, which leads to a fluctuation
of the signal attenuation on a small time-scale. This effect is often termed fast fading. An
introduction to the effects and the modeling of wireless channels is given in [TV05].

For decoding the sent information at the receiver, it is crucial that the receiver can distinguish
the useful modulated signal from thermal noise and interfering signals emitted from other radio
senders. The relation between these signal strengths is expressed in the Signal to Interference-
plus-Noise Ratio (SINR):

SINR =
S

N +
∑

i Ii
(3.1)

Here, S and N are powers of signal and noise, respectively. Ii is the power of the interfering
signal from interferer i.
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Figure 3.1: Typical hexagonal cellular layout.

The SINR, sometimes also denoted as channel quality, determines how much information can
be transmitted within a certain bandwidth and time. The ideal bound for this spectral effi-
ciency in a Single-Input Single-Output (SISO) channel is given by the Shannon-Hartley theorem
[Sha49]:

C/B = log2(1 + SINR) (3.2)

where C is the channel capacity in bits/s and B is the bandwidth in Hertz. The ratio C/B is the
spectral efficiency in bits/s/Hz.

Together with the time-varying nature of the radio channel, Equation (3.2) shows an important
point in wireless communications. For a given bandwidth, the channel quality between sender
and receiver determines the bit rate of the transmission link. Furthermore, for a given spectral
efficiency and transmit power, the maximum distance between sender and receiver and the
maximum amount of allowed interference are limited. Depending on the prevailing term in
the denominator of Equation (3.1), we speak of noise-limited or interference-limited wireless
transmission systems.

As mentioned before, cellular networks offer one approach to exploit this design space. Base
stations are deployed by an operator over the whole serving area. In contrast to WLANs, which
operate in free (unregulated) spectrum and are freely placed by the end-users, cellular networks
usually operate in a regulated spectrum and are deployed in a planned way in order to minimize
regions of no connection (so called coverage holes) and maximize channel quality in the serving
area. To this end, in the common case, fixed antennas are mounted to towers distributed over the
whole area. In the ideal case of a flat serving area, this would lead to a hexagonal arrangement
of base stations, as illustrated in Figure 3.1. In reality, network planning is conducted prior to
the deployment of base stations to optimize their positions in the actual environment topology.
All base stations have a connection to the operator’s network, which is called backhaul and
could be realized by optical fibers or microwave beam radio, for example. Users of the network
move freely throughout the serving area and their User Equipments (UEs) connect to the base
station with the strongest signal. The area served by an antenna or antenna array is called a cell.
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Figure 3.2: Simplified illustration of the LTE access network showing relevant components.

Cellular networks operate in a regulated spectrum, where the base stations assign radio re-
sources to the users. This enables much more efficient spectrum sharing technologies and in-
terference coordination compared to wireless networks using unregulated MAC algorithms like
Carrier-Sense Multiple Access (CSMA), for example. Spectrum sharing will be discussed in
Section 3.2. In general, base stations and UEs are produced by different manufacturers, so stan-
dardization is required especially at the physical (PHY), the Medium Access Control (MAC),
the Radio Link Control (RLC) and the network layers (layer 1–3).

The major standardization body of the third and fourth generation of wireless cellular networks
is the 3rd Generation Partnership Project (3GPP). The most advanced 3GPP standards currently
deployed are LTE and LTE-Advanced, also called the fourth generation of cellular networks.
With LTE, the underlying network architecture became an all-IP network, developed under the
term System Architecture Evolution (SAE). The idea was to flatten the architecture for cost
savings and increased performance [Fir].

Figure 3.2 illustrates the core components of the Evolved Packet Core (EPC) and introduces
some 3GPP terminology. An overview of the LTE radio access network is given in [3GP10].
The users’ data IP-packets travel along the data path indicated in Figure 3.2. The Packet Data
Network Gateway (P-GW) is the first-hop router towards the Internet from the view of the
UE. It is responsible for IP address allocation and can be used for per-packet filtering and
inspection. Directly connected to the base station, or enhanced Node B (eNB), is the Serving
Gateway (S-GW). It forwards data packets from the UE to the Internet, called uplink, and
vice-versa, called downlink. Furthermore, the S-GW represents the "mobility anchor" during
handovers, terminates the data path when the UE is in idle state and signals to the UE when new
data packets arrive (paging).

For control signaling, the Mobility Management Entity (MME) is the most important entity,
often co-located with the S-GW. All Non-Access Stratum (NAS) signaling goes through the
MME. Among other things, it is responsible for authorization, access control, handover man-
agement including the selection of S-GW, P-GW and possibly the next MME and the estab-
lishment of the data link (called radio bearer). The Home Subscriber Server (HSS), which



Chapter 3. Scheduling in Cellular Networks 28

basically contains a data base with user and subscription information, offers this information to
the MMEs of the network operator.

Apart from the core network (EPC), Figure 3.2 also illustrates eNBs making up the actual Radio
Access Network (RAN). In LTE, the eNBs are responsible for layer 1 and 2 (physical and data
link layer) of the actual uplink and downlink transmissions towards the UEs in the form of radio
signals. The procedures of the physical layer provide a transport service to the higher layers by
means of so called transport channels. At layer 1, the eNB performs error detection (using
Cyclic Redundancy Checks (CRCs)), coding (Forward Error Correction (FEC)) and matching
the coded bits to the modulated symbols which are then transmitted as radio frequency wave-
forms [3GP09a]. The spectral efficiency is determined by the selection of the Modulation and
Coding Scheme (MCS) and the resulting Block Error Rate (BLER). Layer 2 mainly includes
Radio Resource Management (RRM), error correction by retransmission through Automatic
Repeat Request (ARQ) and Hybrid-ARQ (HARQ), compression and encryption of data packets
and forwarding them to the EPC. RRM means that the eNB dynamically allocates radio re-
sources in uplink and downlink and performs admission control in overload situations [3GP10].

With the example of LTE, the most important properties and functions of cellular networks
shall be introduced. A synonym for cellular network is mobile network, as it is able to serve
mobile users and to provide a seamless connectivity to these traveling users. This is achieved
by handing over a UE from one eNB to another without interrupting an ongoing session, e. g. a
voice call. The higher level protocols of the core network (NAS) ensure that the UE keeps the
same IP address and the session context is migrated from one eNB to another. All eNBs have
a backhaul link to the core network as introduced above. So called relay nodes, which use the
same frequency band for the backhaul and for the connection to the UEs, are specified to extend
the reach of an eNB with a connection to the core network. However, they are not considered
in this thesis.

Another important capability of cellular networks is QoS provisioning. Because the shared
medium of the wireless link is centrally managed, service differentiation and admission control
can be performed. This makes it possible to offer QoS guarantees like a low latency or minimum
data rates to the users. Usually, users pay their ISP for connectivity, traffic volume, maximum
data rate or other service metrics. For this, cellular networks provide the means for traffic
shaping, authentication, and accounting to charge the users according to their network usage.

3.2 Spectrum Sharing Technologies

As introduced in the previous section, the base stations in cellular networks allocate radio re-
sources for transmission. The meaning of such resources depends on the technology in use
and can be defined along different dimensions. The basic physical dimensions along which
resources can be separated are space, time, and frequency. Depending on the technologies, the
freedoms along these dimensions are used differently, which is shortly presented in the follow-
ing.

Time-Division Multiplexing (TDM) separates the channel access of transmitters in time. Re-
sources are defined as time slots. Users competing for transmission use the whole channel
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Figure 3.3: Grid of radio resources for an OFDMA system.

bandwidth for sending in the allocated time slots. An example for a cellular system using Time-
Division Multiple Access (TDMA) is GSM, which uses time slots of 577 µs length. Important
for TDMA is the synchronization of transmitting devices and guard times between two consec-
utive time slots in order to avoid a collision of signals, which can lead to the receiver not being
able to decode the transmitted information.

In Frequency-Division Multiplexing (FDM), different frequency bands are used for competing
transmissions. The whole radio spectrum is divided into bands for different services and con-
trolled by national regulation bodies. For example, radio stations broadcast at the Very High
Frequency (VHF) band and at the same time WLANs operate in the unregulated 2.4 GHz band.
The multiple access technique Frequency-Division Multiple Access (FDMA) is employed for
example in satellite communications, because it is robust with respect to timing and synchro-
nization, which is a big issue for large ranges. Because it is not possible to create sharp edges
in the spectrum (the sharper the edge, the more complex the frequency filter) and because the
Doppler shift can change the frequency for moving antennas, guard bands exist to separate
transmissions on neighboring frequencies and reduce their interference.

Code-Division Multiple-Access (CDMA) not directly maps to a physical dimension but rather
on the correlation in time of the transmitted signal and a code known in advance at the receiver.
It is important that different codes are orthogonal to each other such that the correlation with the
wanted signal is high and interfering signals are rejected. Because all senders transmit on the
whole frequency band, it is also called a spread-spectrum technology. Third generation cellular
networks like UMTS and CDMA2000 employ CDMA.

In LTE, OFDMA is used in the downlink and SC-FDMA in the uplink together with TDMA.
That means that resources are divided in time and frequency. Accordingly, LTE defines Physical
Resource Blocks (PRBs) in a two-dimensional grid in time and frequency, as illustrated in
Figure 3.3. These PRBs can then be allocated by the scheduler to the users, as described in
Section 3.3. In comparison to ordinary FDM, Orthogonal Frequency-Division Multiplexing
(OFDM) uses orthogonal sub-carriers eliminating interference between them and allowing to
place many more sub-carriers in a given bandwidth. SC-FDMA simplifies the transmission by
modulating the OFDM-signal onto a single carrier. That makes it suitable for battery-limited
handheld devices1.

1This technique reduces the Peak-to-Average Power Ratio (PAPR) and thus allows for a reduced size and
consumption of the power amplifier in the UE [STB09, pp.345–346].
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Wireless networks in general and especially cellular networks inherently separate transmissions
in space due to the limited reach of the signal. An emitted signal gets weaker with increasing
distance from the sender, so another sender can operate in the same band at an appropriate
distance. At the location of the intended receiver, the interfering signals will be much weaker
than the wanted signal and the receiver is able to decode the transmitted information. Especially
for CDMA networks, flexible power allocation is important to serve users at different distances
from their base stations, because serving areas are designed to overlap and all transmissions are
in the same spectrum.

By deploying more base stations in a certain area, i. e. densifying the access network, more users
can be served in this area and frequency band. On the downside, this approach increases the cost
of the infrastructure. Technologies explicitly exploiting the spatial dimension are beamforming
and Multiple Input and Multiple Output (MIMO). Beamforming uses directional antennas which
have a focused signal radiation in the main direction and reduced radiation to other directions.
In this way, it is possible to direct a "beam" towards a receiver and reduce the interference
for other directions of departure. MIMO requires multiple, spatially separated antennas at both
sides. Then, it is possible to exploit different characteristics of signal propagation paths between
different antenna pairs. MIMO can be used to either send different information streams to one
or several receivers (spatial multiplexing) or to send the same information along different paths
to increase diversity (e. g. by the use of Space-Frequency Block Coding (SFBC)). Furthermore,
comparable to beamforming, MIMO can be employed to control the signal strength at certain
receiver locations via precoding.

Similarly to separating the transmissions between different users, the uplink and the downlink
have to be separated. In this case, only time and frequency dimension are possible as the
locations of the communication pair are identical for both directions. The respective methods
are called Time-Division Duplex (TDD) and Frequency-Division Duplex (FDD).

In contrast to CSMA, which is applied in WLANs2, the multiple access techniques of cellular
networks have the advantage that they are coordinated by the base station. That means that there
is no need to listen on the channel whether it is idle and by design no collisions can occur3. This
enables a much higher utilization of the shared medium.

For all of the aforementioned technologies, there are limitations with respect to the minimum
granularity at which resources are separated. Standard specifications define the granularity by
considering the size of data blocks, overhead, and technical limitations.

In this thesis, we demonstrate scheduling with the example of an LTE configuration. It is a
wide-spread standard in today’s commercial cellular networks and is devised to replace the
GSM and UMTS standards4. We therefore use radio resource blocks defined in time and fre-
quency as specified by the 3GPP for LTE. However, the demonstrated scheduling principles are

2The wide-spread IEEE 802.11, also denoted as WLAN, uses CSMA / Collision Avoidance (CSMA/CA) in
case of the mostly used Distributed Coordination Function (DCF). Another method is the Point Coordination
Function (PCF) where a central access point coordinates the stations, but this is rarely found in practice.

3Only in the uplink, a small fraction of the resources is reserved for the Random Access Channel (RACH). A
newly activated UE uses the RACH to register for the first time at the serving base station.

4Some trial implementations of LTE-Advanced, which is the evolution of LTE and has many common proper-
ties, exist.
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Figure 3.4: Layers 1–3 of the LTE protocol stack (simplified view).

not limited to this manner of spectrum sharing. The proposed algorithms can also be adapted
to different technologies like CDMA, for example. The central question is which transmissions
compete for the shared medium, a question which is relevant for all cellular network technolo-
gies. MIMO and power allocation will not be considered in this thesis. For our observations,
MIMO just adds a degree of freedom (and thereby additional complexity) without changing the
fundamental problem. Power allocation could be performed on top of the discussed resource
allocation. Furthermore, the focus is on the scheduling in the downlink of a single cell rather
than interference coordination between different cells, for example. This would have to be done
on a higher-level control loop, which is out of the scope of this thesis.

3.3 Tasks of Scheduling

To classify the role of scheduling, we look at the lower layers of the LTE protocol stack, illus-
trated in Figure 3.4. It shows the protocol entities as specified by the 3GPP [3GP09a, 3GP10].
For all protocols at layers 1–3, there is a logical one-to-one connection between the UE and the
eNB.

Scheduling, called Dynamic Resource Allocation (DRA) by the 3GPP, is a task inside the MAC-
sublayer of layer 2. It will be detailed in Section 3.3.1. The MAC-sublayer is also responsible
for mapping and multiplexing logical channels from the higher layers to transport channels
which will then be processed by the PHY. Furthermore, retransmissions for HARQ are sched-
uled at the MAC layer and the transport format, i. e. the Modulation and Coding Scheme (MCS),
is selected.

The PHY is responsible for emitting the data bits from the transport channels as a radio signal
in so called physical channels. This mainly comprises error detection, channel coding and
decoding, modulation and synchronization. LTE uses turbo codes for FEC and HARQ-soft
combining. The code rate determines, how much redundancy is added to the data bits, i. e.
how robust the transmission is against bit errors. Different modulation schemes – Quadrature
Phase Shift Keying (QPSK), 16-Quadrature Amplitude Modulation (QAM), and 64-QAM – are
used in LTE for data transmission [3GP10]. They define how many bits are modulated in one
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Figure 3.5: Simple queuing system illustrating the task of a scheduler.

OFDM-symbol. Together, code rate and modulation define the number of bits per PRB, which
have to be matched to the number of bits to be sent (rate matching).

Directly above the MAC-sublayer is the RLC. It is mainly responsible for segmentation and
aggregation of higher layer Protocol Data Units (PDUs) to transport blocks and for error recov-
ery by retransmission (ARQ). The topmost sublayer of layer 2 is the Packet Data Convergence
Protocol (PDCP) which takes care of header compression and ciphering.

On layer 3, user data is transported via IP and the Radio Resource Control (RRC) handles
control procedures. The latter comprise, among others, mobility management functions like
paging, cell selection, and handover.

3.3.1 Allocation of Radio Resources

In the general context of cellular networks, scheduling means the task of assigning radio re-
sources to waiting transmissions. Figure 3.5 shows an abstract view on this task illustrated as
a queuing system. Data objects to be transmitted arrive according to a random traffic process.
They are buffered in different queues, distinguishable by the scheduler. For example the traf-
fic from different users, from different radio bearers, or even from different applications can be
classified upon arrival and will be placed in the respective queue. The service unit represents the
shared medium of the competing transmissions. In cellular networks, the service time is highly
variable, as it not only depends on the amount of data to be transmitted but also on the quality
of the radio signal between sender and receiver. The scheduler decides from which queue data
will be transmitted next.

Scheduling is sometimes also denoted as resource allocation, because it means mapping data
bits to the physical radio resources. In the LTE case, radio resources are structured into PRBs,
as illustrated in Figure 3.3. Theoretically, the scheduler could assign each PRB to a different
UE. However, the standards specification restricts the number of UEs served simultaneously,
because it would mean a large signaling overhead and the benefits would be limited. We will
not consider this restriction, because it has a small influence on the investigated scheduling
ideas. At a given point in time, the scheduler has to decide which UEs to serve and how to
distribute the PRBs among them. For this decision, it considers several information sources
and constraints like channel quality, fairness constraints, and service requirements. This will
be detailed in Section 3.5. According to the scheduling decision, data bits will be put into a
transport block of appropriate size and processed by the PHY.
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3.3.2 Relevant Time Scales

When discussing scheduling, an important question is at which time scale it reacts and how it
influences the transmission behavior at larger time scales. In LTE, the scheduler typically op-
erates at Transmission Time Intervals (TTIs) of 1 ms, which corresponds to one LTE sub-frame
[STB09, p. 285]. Directly related to the scheduler are the feedback loops for HARQ and Chan-
nel Quality Indicator (CQI). For HARQ operation, the receiver signals if it was able to decode
the transport block or if additional information is required. In the latter case a retransmission is
scheduled after 8 ms [STB09, p. 234].

The UE measures the received signal strength and reports this by means of the CQI to the
eNB. Different operation modes are specified for CQI measurement and feedback leading to
varying latencies. An average age of 5 ms for the CQI is a common assumption. This latency
is especially important with respect to the channel coherence time, which determines how fast
the CQI becomes obsolete. The coherence time depends on the Doppler shift and with it on
the speed of the user. As a rule of thumb, the coherence time is about 100 ms for a pedestrian
user and about 10 ms for a fast vehicular user. Together with the latency of CQI reporting, this
makes it hard to adapt scheduling to the channel of a vehicular user.

Another important interaction is that between scheduling and traffic characteristics. In a typical
LTE system, an average transaction may require from less than a second up to some minutes to
be transmitted. This is the time scale relevant to the user. Users have a good experience when
transmissions complete quickly and may get annoyed when they have to wait. According to
[Nie10], about 100 ms is the threshold for feeling an instantaneous response (we also discussed
this topic in Section 2.4.2.1).

The focus of this thesis is on the influence of scheduling on user experience. This means
application-dependent time requirements recognized by the user are of interest. We therefore
need to model all effects contributing at a time scale of less than a second up to several minutes.
We will not rely on a time scale separation assumption as sometimes found in the literature
(see Section 3.6.2). Instead, it will be shown how the user-relevant behavior emerges from the
slot-level decisions of the scheduler at a millisecond basis. This means that we need to capture
fast and slow channel fluctuations and the transmission of application layer traffic objects over
time.

The behavior of the transport layer, especially TCP congestion control, can have an influence
on the available data as well. TCP reacts on a time-scale of Round-Trip Times (RTTs) between
the end systems, usually in the order of 100 ms. However, as discussed in Section 2.3.1, PEPs
and other mechanisms exist to mitigate the influence of TCP on scheduling. We thus do not
consider TCP in our model.

3.4 Classification of Cellular Schedulers

A large variety of schedulers for cellular networks exists. They can be classified according
to the amount and type of information they consider. Furthermore, we revisit the different
optimization targets behind common scheduling strategies in this section.
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3.4.1 Information Sources

The minimal information every scheduler requires to be a work conserving scheduler is the
amount of data in the queues. Work conserving means that all resources are used for transmis-
sion when data is buffered in any queue. With information about the amount of data in a queue,
the scheduler only serves non-empty queues and reserves at most the necessary resources to
transmit the backlogged data. Still, padding may occur due to the granularity of resource units.

An important information in wireless communications is Channel State Information (CSI).
Many widely used cellular schedulers use this channel knowledge to improve the capacity of the
system. This is called opportunistic scheduling and exploits the effect of multi-user diversity
[VTL02]. This means that a UE is served preferentially when it has a relatively good channel
quality because the spectral efficiency is higher than for a bad channel quality, i. e. the same
amount of resources can transmit more data.

There is a range of different forms of application knowledge, which can be used for scheduling.
Such cross-layer information can have different degrees of complexity. The simplest approach
is to use different traffic classes for class-based prioritization. This information can be trans-
ported for example via the network layer. The IP header contains a 6 bit field called DSCP (see
Section 2.2.2), which is employed by IMS in LTE-networks to classify the QoS level of a radio
bearer. Besides classification, the scheduler also needs to know the requirements of the respec-
tive traffic classes. In the simplest form, this means a static prioritization between the classes.
More advanced is the specification in terms of QoS requirements, e. g. the average bandwidth or
packet delay, a certain class should obtain. Usually, this information is statically configured by
mapping requirements to QoS-classes. To this end, 3GPP defines the QoS Class Identifier (QCI)
in LTE, which encodes standardized requirements (e. g. for voice or video conversations) and
contains a mapping to DSCP.

Going further, a scheduler can rely on DPI to get information about a traffic flow directly from
the application layer. A wide-spread use case is the interpretation of the HTTP header, which
contains, among other things, information about content type and length. Also for other ap-
plications known to the inspecting element, individual requirements could be derived, e. g. the
average rate of a video stream.

Another idea of advanced application knowledge is support from the client-side. In contrast
to the class-based approach discussed above, no predefined QoS classes are used for this. The
client could inform the scheduler about the exact requirements and current state of its network
transmissions. This idea of Context-Aware Resource Allocation (CARA) was followed and
thoroughly discussed in [PKWV12]. Assuming ideal knowledge of application requirements,
an intelligent scheduling algorithm could plan resource allocation into the future to improve the
overall QoE of the users.

3.4.2 Optimization Targets

When a cell is not fully loaded, i. e. when not all radio resources are required to transmit the
buffered data, the scheduling algorithm has practically no influence. Scheduling becomes rele-
vant when all resources are occupied and data gets buffered. Then, the scheduler decides which
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Figure 3.6: Capacity region of a cell showing the trade-off between fairness and throughput.

of the waiting transmissions to serve and which ones to defer. If such an overload situation lasts
for some time, it may not be possible to satisfy all requirements. According to the optimization
targets the scheduler was designed for, it will decide which requirements to violate first.

One optimization target in cellular networks is maximizing the capacity of the system. Because
the spectral efficiency depends on the SINR according to Equation (3.2), there is a direct con-
nection between the cell capacity and the scheduling decision. Opportunistic schedulers aim to
maximize capacity by scheduling users with good channel conditions in order to improve the
overall spectral efficiency.

However, if this would be the only scheduling criterion, situations can occur, where a user with
a low SINR gets very few resources. This would lead to a very bad service quality for this user
and operators want to avoid this situation. Therefore, another optimization criterion is fairness.
Different definitions of fairness exist. Well-known for cellular networks are Jain’s fairness
index [JCH84] and the Cumulative Distribution Function (CDF) based fairness criterion, see
[NGM08]. Another frequently used metric is the relation between the average user throughput
and the 5%-ile. This translates to comparing the performance of a user located at the border
of a cell with the average performance. These fairness metrics can be applied either to radio
resources or to data rates.

Optimizing fairness always reduces cell capacity, because it inherently means taking resources
from a high-SINR user and giving them to a low-SINR user. This means that all schedulers
have to trade fairness for capacity. The area below the Pareto optimum of both metrics, as
illustrated in Figure 3.6, is called capacity region. In [PMB10] this trade-off was investigated
with respect to dynamically adjusting the scheduler to the current traffic situation in order to
optimize throughput while meeting the desired fairness requirement. This means to maintain an
operation point as shown in Figure 3.6.

Rate fairness restricts the scheduling decision more than resource fairness, because users with
a low SINR require more resources than users with a high SINR. This limits the multi-user
diversity that can be exploited by opportunistic scheduling. Furthermore, it is important on
which time-scale fairness shall be enforced, because it leaves more or less flexibility for the
scheduling decision. If fairness is to be guaranteed on a very short time-scale, there is a low
degree of freedom for other decision criteria. A proposal for a fairness definition at different
time-scales is presented in [AAR12].
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Another important optimization criterion is delay. For some applications, like telephony, net-
work latency is the major factor influencing the service quality. In a heavily loaded cell, packets
get buffered and the waiting time in the queue increases. Some schedulers aim to minimize
the packet delay in order to mitigate this problem. However, in most applications other than
voice telephony, not the delay of the individual packets but the delay of whole transactions is
relevant. In literature this is often denoted as flow time optimization. In [BCM98], the authors
introduce the stretch metric which is the relation between the actual finish duration of a flow
and the duration in an unloaded system. When discussing size-based schedulers in Section 3.6,
we will further elaborate on transaction durations as they are essential for the QoE we aim to
optimize.

3.5 Classical Scheduling Approaches in Cellular Networks

This section introduces the state-of-the-art for cellular scheduling without considering size-
based schedulers, which will be covered in detail in the next section.

3.5.1 Round Robin

The simplest scheduler is Round Robin (RR). As the name suggests, it implements a taking-
turns principle, i. e. one resource unit is given to a transaction, the next resource unit is given
to the next transaction, and so on. This means that RR is agnostic to the channel situation
and cannot exploit opportunistic gains. It can be seen as an implementation of the Processor
Sharing (PS) principle with limited granularity. RR therefore offers a perfect resource fairness,
but has no advantages with respect to spectral efficiency or QoS. A variant is Weighted Round-
Robin which allows to give different weights to competing transactions. The weights determine
the fraction of resources, a transaction gets during one round.

3.5.2 Maximum Channel Quality

The most straight-forward way to maximize the capacity of the cell is to always assign resources
to the UE with the best SINR. This maximizes the multi-user diversity gain under a full-buffer
assumption5. An early work stating that only the user with the best channel quality should
transmit is [KH95] which discusses uplink channel access and power allocation. This central
finding also applies to the downlink situation of an OFDMA system as considered in this thesis.
Adapted to fit here, it means that the scheduler assigns each PRB to the UE with the best SINR
at the respective frequency and time. The widely-used name for this scheduler is Max C/I, with
C/I meaning the ratio between Channel and Interference. This corresponds to the notation SINR
used in this thesis.

5When assuming a realistic traffic behavior, this strategy may not always lead to the maximum average
throughput due to an interdependence with the user and channel distributions.
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3.5.3 Proportional Fair

A very common scheduling principle for cellular networks is proportional fairness. It com-
bines the idea of opportunistic scheduling with fairness and was introduced in [Kel97]. The
optimization target is to

maximize
∑
x

log(Rx), (3.3)

whereRx are the average rates of the active users x. It relaxes the strictness of max-min fairness6

in that a large increase of one user’s rate can compensate a small decrease of another user’s
rate [Kel97]. [JPP00] presents an application of this principle to cellular networks in a simple
algorithm. Today, this Proportional Fair (PF) algorithm is applied in many different forms and
notations in cellular networks. The PF scheduler assigns a resource unit to the transaction with
the largest weight wPF , with

wPF =
R(t)

R(t)
(3.4)

whereR(t) is the instantaneously possible data rate of a user andR(t) is the exponential moving
average of the data rate. It is updated as follows:

R(t+ 1) =

{
β ·R(t) + (1− β) ·R(t) if scheduled
(1− β) ·R(t) else

(3.5)

Here, β is the so-called forgetting factor controlling the decay rate of earlier values. A small
value of β means that the moving average changes slowly. With Equation (3.5), the moving
average follows the average throughput a transaction obtains. When a transaction does not
get resources for some time, the moving average decreases and makes it more likely that this
transaction will be served in the next slot. Usually, the moving average is initialized with a
value close to zero for new transactions, so that they get served preferentially until their moving
average converges to the average throughput.

When the rate fluctuations of the users are statistically identical, a PF scheduler will assign in
average the same amount of resources to all users [Bor05] (i. e. it is resource fair). Furthermore,
[Bor05] shows that with some simplifying assumptions, PF can be modeled as a PS system.

Variations of PF exist, which make it more robust against different channel properties or allow
to specify minimum and maximum rate requirements for the individual users. To address the
first issue, [Bon04] proposes the score-based scheduler which serves a user when the current
rate is large compared to the recent possible rates. [BMZ08] goes into the same direction by
looking at the quantile of the current rate compared to previous rates. An extension to PF with
maximum and minimum rate constraints is given in [AQS05]. A token counter is applied to
track the average rates of the users and integrated into the scheduling algorithm.

3.5.4 Queue-aware schedulers

The classical scheduling approaches were developed with a full-buffer assumption in mind.
Fairness is defined on the mean rate, assuming users always want to transmit something. How-

6Max-min fairness means that the minimum rate shall be maximized.
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ever, in real situations, users do not always have data to transmit. For performance evaluation,
this is modeled by random traffic arrivals and per-user queues. With such fluctuating traffic
conditions, much research has been done on the stability region of a cellular system. In this
context, stable means that no queue would grow without limits for the theoretical case without
packet losses. So-called throughput optimal schedulers that offer the maximum stability region
have been proposed in literature. They are either aware of the packet delay or the queue-length.

A well-known case is the Modified Largest Weighted Delay First (M-LWDF) algorithm pro-
posed in [AKR+01], which was designed to serve the maximum possible number of real-time
users without violating their delay requirements. It schedules the user with the maximum weight
wMLWDF :

wMLWDF = aW (t)
R(t)

R(t)
, (3.6)

where a is a parameter derived from the delay threshold and its violation probability, and W (t)
is the Head of Line (HoL) packet delay. [AKR+01] states that W (t) could also be replaced by
the queue length.

Other throughput optimal schedulers are for example exponential rule [SS02] and log rule
[SBdV11]. The log rule improves over M-LWDF and the exponential rule in that it, besides
being throughput optimal, additionally tries to minimize the average packet delay.

3.5.5 QoS and QoE-Based Schedulers

Many schedulers aim to optimize QoS parameters of the users’ applications. A common way
is to apply service class differentiation to distinguish traffic with respect to the applications’
requirements. [Nec06] gives an overview of schedulers applying service class differentiation.
The central point is the separation of real-time and non-real-time traffic, i. e. traffic with strict
per-packet latency requirements and best effort traffic. For the real-time traffic, deadlines may
be introduced and queues prioritized, in which the HoL packet-delay is large or where deadlines
are in danger of being violated. For the non-real-time traffic, the overall throughput is more
important. For this, the schedulers usually exploit multi-user diversity by scheduling queues
with a good instantaneous channel quality.

Other scheduling approaches define utility functions for the different service classes [SL05,
RRSS05]. In [SL05], a utility scheduler is proposed that considers average packet waiting
times and the instantaneous rate of the users. The shape of the utility functions is chosen
differently for real-time and best effort traffic in order to offer good delay performance to real-
time traffic while still offering a good throughput to best effort traffic, when possible. [RRSS05]
proposes a similar approach named urgency and efficiency based packet scheduling, which uses
a combination of time-utility functions and channel quality. It schedules packets from the queue
with the largest product of utility decline and relative channel quality. The utility functions
depend on the type of the traffic. For real-time traffic, they have a steep decline shortly before
the packet deadlines and for non-real-time traffic they are slowly declining over the waiting
time.

More recently, the focus of scheduler development has shifted to directly improving QoE.
[ARMNO+10] provides a mapping of MOS to rate utility functions for web browsing and
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incorporates these into the scheduler of Song and Li [SL05]. An interesting aspect is that
[ARMNO+10] also incorporates the size of a web site in the utility functions, so to some ex-
tend it comes close to size-based schedulers, which will be covered in the next section. In
[PKWV12], a similar concept was demonstrated, where the scheduler is assumed to have an
exact knowledge about the transactions’ requirements and incorporates this knowledge in opti-
mizing the resource allocation. Utility functions for transactions were introduced and a schedul-
ing heuristic was presented that optimizes the total utility by planning the resource allocation
of the active transactions for their complete transmission. A similar approach is presented in
[KDSK07] which proposes a MOS-based scheduler. Functions relating data rate and packet er-
ror probability to MOS for different applications (voice, video and file downloads) are integrated
into a greedy scheduling heuristic which aims to optimize the weighted average MOS. This con-
cept is extended in [TKSK09] and adapted to High-Speed Downlink Packet Access (HSDPA)
systems, where packet loss is not relevant any more, as it is mitigated by layer 2 and 3 functions
as it is the case in LTE. The authors of [TLFA13] design time utility functions for MOS values
and develop a model of a Markov decision process which optimizes the overall utility. As a
practical solution, they propose a heuristic which ranks the flows based on the achievable QoE.

3.6 Applying Size-Based Scheduling to Cellular Networks

The classical cellular schedulers presented so far do not use size information for their schedul-
ing decision. This section first motivates size-based scheduling by looking at its origins in
job scheduling and operations research. Then, approaches from literature which evaluate the
performance in wireless systems analytically will be presented and the trade-off between the
opportunistic capacity gain and size-based delay improvement will be discussed. Finally, ac-
tual scheduling algorithms taking slot-by-slot decisions on which transaction to serve next are
introduced.

3.6.1 Origin of Shortest-First Scheduling

The roots of SRPT go back to 1966, when Schrage and Miller proposed the algorithm for an
M/G/1-system [SM66] and shortly later Schrage published the proof of optimality which states
that SRPT minimizes the number of jobs in the system [Sch68]. In conjunction with Little’s
law, this means that also the average waiting time of the jobs in the system is minimal. These
strong advantages make it the algorithm of choice for a scheduling task whenever the remaining
processing time can be reasonably estimated. A survey summarizing research on the statistical
properties of SRPT in an M/G/1-system is [Sch93]. It details on mean delay, delay variance, the
CDF and correlation properties of delay and attests a superior performance compared to other
classical job schedulers like Last-In-First-Out (LIFO), First-In-First-Out (FIFO), and PS.

Schmickler and Görg propose a first application to packet networks for Ethernet Local Area
Networks (LANs) [SG89]. They apply SRPT to CSMA / Collision Detection (CSMA/CD) and
use protocol information to estimate the remaining message size7(the term message roughly

7In [Goe90], Görg proposed to introduce a header field containing reverse packet numbering, which means
that the remaining number of packets in a message is known for all packets.
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corresponds to what is denoted as a transaction here). The station with the smallest message
gets a higher channel access priority, which reduces collisions and mean transfer delay.

An interesting metric introduced in [BCM98] is the stretch metric (see also Section 2.4). It is
defined as the relation between the flow time (here: transaction duration) and the processing time
(the time a transaction would need in an unloaded system) and is sometimes also called slow-
down. [BCM98] focuses on maximum stretch, where SRPT performs poorly because the largest
jobs have to wait for smaller ones and therefore may take quite long. By contrast, [MRSG99]
states that the average stretch is a better metric for the system performance. In [MRSG99], it
is proven that SRPT is 2-competitive with respect to average stretch for a single-server system.
This means that the difference between the optimal solution and SRPT is at most a factor of 2.

The often stated objection against SRPT that it penalizes the large jobs in favor of the small
ones is addressed in [BHB01]. The authors investigate the stretch for general and heavy-tailed
size distributions and show that with respect to the mean stretch SRPT always outperforms PS,
especially when the load is high. Furthermore, in many cases all jobs finish faster under SRPT
in comparison to PS, especially for heavy-tailed size distributions. In the high load case (load
>0.8), the largest jobs last longer than with PS by moderate factors. However, 99% of the jobs
can profit from shorter transmission durations. [BHB01] analytically proves specific bounds for
this behavior. Another advantage of SRPT is that in an overloaded system the processing time
of the shorter jobs remains finite, whereas for PS all job sizes have an infinite mean response
time.8 Motivated by these results, [HBSBA03] proposes to use SRPT for web servers. The
authors built an experimental test-setup with servers playing out static HTML web-sites and
show the performance improvements in LAN and Wide Area Network (WAN) scenarios.

Another direction of research considering the Shortest-First principle is the Foreground-
Background (FB) scheduler (also known as Least Attained Service first (LAS)). Its application
to wireless networks is proposed in [SM02] and works without knowing the actual size of the
requests. Assuming a heavy-tailed object size distribution, a request that has been there for a
long time is likely to be a large request that will have a relatively large remaining size to trans-
mit. By scheduling the request which has received the fewest service so far, the probability of
scheduling a short request is increased. In [NW08] a survey of this kind of scheduling is given.
Among schedulers without size knowledge, FB minimizes the mean response time for size dis-
tributions with "decreasing failure rate"9. That means distributions, where "larger jobs have
a smaller failure rate, and thus are less likely to be complete when they are served" [NW08].
This is true for heavy-tailed size distributions, e. g. the log-normal distribution that is used here
for transaction size modeling (see Section 6.1.4). Apart from the influence of the job size dis-
tribution, [NW08] discusses the drawbacks of FB in comparison to SRPT, the influence of the
offered load, the distributions of the response-time and queue length, and the performance of
large jobs under FB.

8The average processing time remains finite for the size-quantile up to which the offered traffic adds up to a
load <1 [BHB01].

9The failure rate in [NW08] can be seen intuitively as the probability that a job finishes when it gets served.



Chapter 3. Scheduling in Cellular Networks 41

[YS06] investigates the asymptotic delay properties of SRPT. For this, the "many flows
regime"10 is evaluated to derive the delay distribution of a job of fixed size asymptotically with
the number of traffic sources. The so-called decay rate function characterizes the decay of the
delay distribution with increasing delay. [YS06] gives an expression for this decay rate function
under SRPT and compares it to a classical FIFO scheduler. The authors state that the larger the
size of the largest objects, the smaller is the penalty for these jobs in comparison to FIFO. At
the same time, the delay performance for the smaller jobs is significantly better under SRPT.

In [WHBO05], the authors generalize the class of schedulers that bias towards servicing small
objects preemptively and introduce the term "SMART" scheduling for them. They prove upper
and lower bounds for the mean response times relative to PS and show that the performance
is within a factor of 2 of the optimal policy SRPT. Furthermore, it is shown that the variabil-
ity of the size distribution of traffic objects has only a small influence on the mean response
time. [YWSHB12] further generalizes the notion of SMART scheduling schemes by removing
boundary conditions and calling this class SMART-LD (for Large Deviations). In succession
of [YS06], [YWSHB12] concentrates on the "many flows asymptotics" and extends the inves-
tigation to the SMART-LD class, proving that all schedulers in this class have the same delay
decay rate as SRPT. Furthermore, the decay rate of FB is derived, which has a similar shape but
is uniformly worse than that of SMART-LD. With numerical experiments, the authors demon-
strate that the asymptotic bounds of the decay rate functions are already reached for about 20
flows. This means that, at least for the example in [YWSHB12], the delay distribution of trans-
actions of a certain size can be practically estimated by using the asymptotic delay decay rate
function. Finally, [YWSHB12] compares SMART-LD, FB, and PS numerically, indicating that
SMART-LD is the best option especially for traffic size distributions with high variability. This
fits to web traffic characteristics which are usually described by heavy-tailed distributions, as
we will discuss in Section 6.1.4.

3.6.2 Analytical Evaluation of Shortest-First Scheduling in Cellular Networks

The theoretical work discussed in the previous section is good to provide boundaries for the
behavior of SRPT and characteristics of the delay distribution. However, a key issue when
applying SRPT to wireless networks is the variability of the service rate in time. The central
findings still hold when abstracting from the rate fluctuations by looking at the average rate on
a larger time scale. Then, the question is how the instantaneous rate fluctuations of the radio
channel contribute to the so-called capacity region which determines rate vectors to the individ-
ual users at this larger time scale. The capacity region increases with the ability of the scheduler
to consider the instantaneous rate of the users in order to exploit multi-user diversity for an
opportunistic gain (see Section 3.4). However, this collides with the Shortest-First principle
stating that the shortest transaction should be served.

[SDV10] investigates the trade-off between opportunistic gain and Shortest-First scheduling an-
alytically. A queuing model for a symmetric and stationary channel model and corresponding

10This method investigates the asymptotic behavior of the scheduler when the capacity scales with the number
of flows. Thus, probabilistic expressions for rare events (like the waiting time of a very large transaction) can be
given, which are reached asymptotically when the number of flows tends to infinity [YS06].



Chapter 3. Scheduling in Cellular Networks 42

capacity region is derived and used to define lower bounds for the sojourn time of flows11. The
idea is a separation of time scales, assuming that flows last long in comparison to the channel
fluctuations. With this assumption, a capacity region is derived that models the effect of multi-
user diversity, i.e. the total throughput increases with the number of concurrent users. As upper
bound for the capacity region, [SDV10] proposes a polymatroid depending on the number of
concurrently served users. This means that all rate vectors12 on the border of this region have
the same magnitude gn, where n is the number of users. In other words, there is no trade-off
between opportunistic gain and prioritizing short jobs in this case [SDV10]. The algorithm
SRPT-Highest Possible Rate (HPR) gives the highest rate g1 to the shortest flow (i. e. the maxi-
mum rate a single user can get), the second highest rate g2− g1 to the second shortest flow (i. e.
the additional capacity for a two-user region) and so on. This algorithm is proven to be optimal
in this capacity region and serves as a lower bound for the average waiting time. For a real-
istic capacity region, the authors propose a scheduler combining opportunistic and size-based
scheduling by equally sharing the radio resources (according to a PF variant) among a fixed
number of the smallest transactions to transmit. By looking at the difference in mean sojourn
time between pure opportunistic scheduling and SRPT prioritization, [SDV10] concludes that
when the opportunistic gain is limited, SRPT can offer a significant improvement.

Another interesting work considering the trade-off between SRPT and opportunistic scheduling
is [APLO11]. It takes a similar approach by using the time scale separation argument to derive a
capacity region which grows with the number of active users in the system. However, compared
to [SDV10], the authors define the capacity region more general as they only require it to be
compact and symmetric. With a recursive derivation, the optimal scheduling policy is derived,
including an expression for the mean delay. For the case of a polymatroid capacity region, they
come to the same results as [SDV10]. Apart from the lower bound, [APLO11] also gives an
upper bound for the minimum mean delay.

These analytical evaluations give valuable information on the optimal scheduling policies as
well as the minimum delay characteristics. However, the results cannot be directly applied
to practical systems. The symmetry of the capacity region (i. e. the rate fluctuations being
identically distributed for all users) as well as the fact that no further arrivals of traffic objects
were considered after the initial state are not given in reality. This makes it hard to prove exact
boundaries for real systems. Furthermore, working directly on the capacity region at a flow-
level time scale leaves the question open how to design an actual slot-level scheduler which
converges to the desired behavior (especially when considering that the average achievable rate
is not known in advance and that the radio channel of a user is in general not stationary). Apart
from that, the time-scale separation argument itself not always holds in high data rate systems
like LTE with realistic traffic, because many transactions only require very few slots to transmit.

3.6.3 Schedulers Applying Shortest-First in Cellular Networks

In this section, we will discuss actual slot-level schedulers for cellular networks, which apply
the Shortest-First principle. An early work mentioning a Shortest-First scheduler is [Tsy02]. It

11The term flow sojourn time from [SDV10] corresponds to transaction durations.
12The elements of a rate vector are the average rates assigned to the individual users at the time scale of the

capacity region.
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proposes a straight-forward implementation of SRPT in wireless networks, which will be called
Shortest Remaining First (SRF) in the following ([Tsy02] denotes this algorithm by Minimum
Relative Length (MRL)). SRF schedules the transaction with the smallest cost cSRF , with

cSRF =
Fr(t)

R(t)
(3.7)

where Fr(t) is the remaining size of the transaction at time t. The cost cSRF represents the re-
maining transmission duration estimated with the current data rate, when the transaction would
be scheduled all the time. Thus, Equation (3.7) represents the SRPT principle based on the
current information.

Apart from some limited numerical considerations with SRF, [Tsy02] focuses on finding an
optimal scheduling sequence recursively by dynamic programming. However, it requires a sys-
tem without transaction arrivals after the initial state and knowing the probability distributions
of all radio channels. [JKPS00] investigates and compares various scheduling algorithms for
CDMA networks and also evaluates SRPT without providing implementation details. The au-
thors state that it uses rate and remaining size information, so it can be assumed that it is equal
or similar to Equation (3.7). The main part of [JKPS00] consists of extensive simulation studies
investigating throughput and delay measures with realistic traffic traces for a CDMA network.
These studies confirm the superior performance of SRPT predicted by theoretical analyses with
respect to mean response time and stretch.

Hu et al. [HZS04] investigate schedulers applying the SRPT-principle in cellular networks un-
der the term Traffic-Aided Opportunistic Scheduling (TAOS). The SRF scheduler according to
Equation (3.7) is called TAOS 1b in their terminology. Furthermore, [HZS04] gives a scheduler
TAOS 1a which calculates the costs with the initial transaction sizes. In this work, this scheduler
will be called Shortest First (SF), with

cSF =
F

R(t)
(3.8)

where F is the total size of a transaction. The main variant proposed by [HZS04] is TAOS 2
which aims to find the locally optimal solution with respect to the sum completion time of the
currently active transactions13. The algorithm TAOS 2 works as follows:

1. Enumerate active transactions in ascending order of Fr(t)

R∗(t)
with rank i. [HZS04] defines

R∗(t) as the expectation of the data rate. However, in order to use the same information
basis for PF and TAOS 2, the moving average is employed here instead. It is determined
by always inserting the current channel rate in Equation (3.5) (the upper case).

2. Compute the costs

cTAOS2 = (i− 1)− (M(t)− i+ 1)

(
R(t)

R∗(t)
− 1

)
(3.9)

where M(t) denotes the number of currently active transactions.

13[HZS04] proposes a fourth variant denoted as TAOS 1 which we do not consider any further, because it
performed inferior to the other variants in our evaluations.
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3. Schedule the transaction with the smallest cost cTAOS2.

According to [HZS04], TAOS 2 tries to balance the advantage of scheduling a user with a chan-
nel above average for the higher ranked transactions and the delay for the lower ranked transac-
tions (i. e. those with shorter remaining size).

The authors of [LA08] compare TAOS 2 and different SRPT variants (including FB) with the
classical opportunistic scheduler PF and variants thereof. Assuming a set of discrete rates,
[LA08] proposes so-called priority rules which always serve flows with the maximum instanta-
neous rate and use SRPT (or other criteria) as a tie-breaking rule when multiple such flows ex-
ist. Ordinary opportunistic schedulers are called index policies in [LA08]. As given in [LA08],
Equation (3.9) can be simplified to scheduling the user with maximum weight

wTAOS2 = (M(t)− i+ 1)
R(t)

R∗(t)
(3.10)

In a simple scenario with two discrete rates and two flows, [LA08] derives the optimal schedul-
ing (with dynamic programming like in [Tsy02]) and compares it with the heuristics. For the
case with asymmetric rate probabilities, low variability and equal sizes of the flows, TAOS 2
deviates from the optimal mean delay but is very close to it in the other considered cases. Fur-
thermore, [LA08] presents simulation studies with continuous traffic arrivals of varying load
with HSDPA rates (11 discrete rates). For the investigated settings, TAOS 2 performs worse
than PF and the priority rules with respect to mean delay. The authors do not give reasons for
this, but the large discrepancy between the current rate and the rate average could cause the rank
indicator of TAOS 2 to not work as expected.

A set of discrete rates may not be a good model for OFDMA systems, especially for LTE, be-
cause the resource granularity is much finer than in HSDPA and resembles more to a continuous
distribution of rates (allocation of individual PRBs, many MCSs). This limits the applicabil-
ity of the priority rules from [LA08] in these systems. They would likely behave similar to a
Max C/I scheduler in this case.

3.6.4 Size-Based Schedulers for Video-Streaming

Ordinary size-based scheduling like SRPT is not beneficial for video streaming and similar ap-
plications. The reason is that even short videos are relatively large files compared to an average
web-site. Consequently, video transactions would obtain a low priority from any Shortest-First
scheduler, which leads to buffer underruns and bad QoE under high load.

Different proposals exist in literature to apply SRPT to video streaming such that the QoE is
improved. [MDRR03] proposes a frame scheduling algorithm called Fair-SRPT. It schedules
video flows in increasing order of their instantaneous data rate (based on the current mean
frame size). However, this does not work for buffered video streaming, which is prevalent for
today’s video services (see Section 2.3). The scheduler is not able to distinguish between the
individual frames, because they are embedded in a HTTP session, for example. Furthermore,
the instantaneous frame rate is not relevant in this case, as data is buffered at the client-side
anyway.
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Recent publications investigating the usage of buffer sizes for video streaming are [WSP+12]
and [NOALS+13]. While the schedulers proposed therein do not work according to the
Shortest-First principle, they are still size-based with respect to buffer size. The information
about the buffered playback-time of video streams at the client is considered for the scheduling
decision. The concept in [WSP+12] defines two thresholds of the buffered time triggering a
prioritization of the respective video stream. When the buffered play-time falls below a first
threshold, the stream is prioritized until it exceeds a second threshold, after which it will be
handled normally again.

The approach in [NOALS+13] is more comprehensive in that it defines a continuous weighting
function depending on the buffer level. The value of this function, which is proposed to be s-
shaped, is then multiplied with an ordinary PF scheduling weight. The authors call the scheduler
QoE-aware, we therefore denote it by PF-QoE in this work. The scheduler function is14:

wPF−QoE = f (b(t)) · R(t)
R(t)

, (3.11)

where b(t) is the buffer level in time units. The function f(·) maps the buffer level to a schedul-
ing weight as follows

f(b(t)) = fmin +
2 · ft

1 + e−a(bt−b(t))
. (3.12)

Here, fmin and ft are the minimum and target priority factors, respectively, and bt is the target
buffer level. The factor a scales the inclination around bt. To avoid stalling problems when new
video transactions (with initially empty buffers) arrive, [NOALS+13] proposes a factor ≤ 1,
denoted finit here, which scales wPF−QoE until the buffer reaches bt for the first time.

Principally, f(·) is large when the buffered playtime is below bt and small when it is above. The
advantage of this approach is that many competing video streams can be gradually weighted
with respect to the probability of a buffer underrun.

Both scheduler proposals employing the buffered playtime at the client greatly reduce the prob-
ability of video interruptions and are therefore able to improve the user experience for this kind
of traffic compared to schedulers without knowledge of the buffer level.

14The original notation from [NOALS+13] is adapted to fit here.
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4 Combining Size-Based and
Opportunistic Scheduling Principles

During peak load situations, the bandwidth of a cell is not sufficient to satisfy all transmission
demands. An important consequence are prolonged durations for these transmissions, which
leads to an unsatisfactory service behavior of many applications. Therefore, scheduling al-
gorithms which achieve minimal transmission durations generally lead to an improved user
experience. In classical scheduling tasks like job scheduling on a processor, SRPT has been
proven to minimize the average waiting times. This corresponds to small transmission dura-
tions in the case of a base station scheduler. Apart from that, for a shared wireless medium,
opportunistic scheduling can reduce the backlogged data by increasing the capacity compared
to non-opportunistic schedulers.

In this chapter, desirable features of a scheduler and why it is advantageous to combine size-
based and opportunistic schedulers will be motivated in Section 4.1. Then, Section 4.2 discusses
how this combination can be implemented and what is the control range. Finally, we peek at
the influence of the new scheduler on a cell’s transmission behavior in Section 4.3. This impact
will be thoroughly investigated in Chapter 7, where the scheduling behavior is evaluated by
simulation studies.

4.1 Motivation

A widely-used scheduler in cellular networks is Proportional Fair (PF). It combines the ideas
of opportunistic scheduling and fairness. While opportunistic scheduling means to give radio
resources to UEs in good channel conditions, fairness shall ensure that no UE is cut off from the
medium over a longer time span (called starvation). PF achieves this fairness by normalizing
all UEs’ channels to their respective time averages. Consequently, resources are distributed
equally among them in average1.

The rationale behind this is that it shall not be possible that UEs in the center of the cell get all
resources, while those at the border starve. However, such a fairness paradigm incorporates the
assumption that users take all resources they can get – so called full buffer traffic. Nowadays, as
most of the traffic volume is made up of packet-based data traffic which is bursty (see Chapter 2)
and with the high data rate of LTE further contributing to this burstiness, the purpose of resource

1At least when assuming identical distributions for the channel fluctuations.
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fairness is less clear, and in some cases fairness is even difficult to define. UEs often require just
a fraction of the resources they could get, e. g. small transactions that can be transmitted in a
fraction of a time slot. In this case, the rate for fairness evaluation cannot be defined reasonably.
Furthermore, as traffic demand is limited, requests from the center of the cell can be served
faster than new requests appear. This leaves sufficient resources for users with less favorable
channel conditions. Except for severe overload conditions, this practically reduces starvation
solely by the bursty nature of the offered traffic.

A drawback of the fairness property of PF is that it leads to PS-like scheduling during overload
situations. This means that all users get low data rates. With TCP congestion control, which
adapts the rates to the available bandwidth, this leads to long durations for all transactions.
Consequently, instead of the MAC scheduler, a superordinate control-loop at a larger time scale
would be suited better to perform fairness enforcement with less restrictions on radio resource
allocation and less deterioration of latency.

In general, opportunistic scheduling increases capacity and therefore makes overload more sel-
dom. Furthermore, very large transactions finish comparably fast under Max C/I due to the
high capacity it offers. On the downside, conventional opportunistic schedulers do not exhibit
graceful service degradation. This is not possible, as they are not designed to consider ap-
plication layer aspects and can therefore not distinguish between transactions or evaluate QoS
requirements. Similarly to PF, most transactions will suffer from longer transmission durations
under Max C/I in case of overload. According to the channel fluctuations, the scheduler chooses
between UEs with similar channel conditions so that they get comparable resource shares on
average, leading to the same PS-like scheduling scheme.

In such a situation, cross-layer information can greatly improve the average service quality of
the whole system. By identifying and postponing transactions which have uncritical latency
requirements, the interactive ones can be transmitted much faster. A very simple and effec-
tive scheme, requiring only the knowledge of transaction sizes, are Shortest-First schedulers.
Because transactions only compete with those of smaller and similar size, as discussed in Sec-
tion 3.6, many transactions do not notice overload at all. To illustrate the implications from
this, Figure 4.1 shows the accumulated volume of transactions ordered by their sizes at a load
of 40 Mbit/s (a slight overload situation for the simulated cell). For comparison, Figure 4.1
gives the volume transmitted with a SF scheduler in the same scenario. Especially for Internet
object size distributions as assumed here, most transactions (≈ 95% at the given load) belong to
the fraction of traffic which could be transmitted with the available cell capacity. However, for
conventional schedulers which are unaware of object sizes, all transactions would suffer from
overload by greatly reduced data rates (the load is ≈ 1.4 in Figure 4.1). On the other hand,
Shortest-First schedulers exhibit the desired property of graceful service degradation, thereby
greatly improving system QoE, because only the fraction of traffic that exceeds the cell capacity
gets delayed significantly2.

While the large advantage of SRPT with respect to latency is very desirable for cellular net-
works, it comes at the cost of reduced cell capacity. This is sketched in Figure 4.2. Choosing
transactions according to their object sizes limits the degree of freedom available to exploit

2In the case of permanent overload, the largest transactions would never be transmitted. However, under PS,
this is true for all objects [BHB01].
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Figure 4.1: Accumulated volume over the fraction of transactions ordered by size for the sce-
nario from Section 7.1.1 at an offered traffic of 40 Mbit/s. For comparison, the transmitted
volume of SF is given.
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Figure 4.2: Trading throughput for utility; operation points of different schedulers and flexibil-
ity introduced by the length exponent.

multi-user diversity. Naturally, SF includes CSI in its scheduling decision, because it is inte-
grated into the estimation of the transmission duration. Still, CSI has less weight than under
Max C/I.

Therefore, a new parameter applicable to different Shortest-First schedulers is proposed in this
thesis. It offers the choice to exploit object size information or multi-user diversity. According
to its function, the parameter is called length exponent γ and will be introduced in Section 4.2.
The new schedulers including the length exponent allow to mitigate the drawback of reduced ca-
pacity and allow to trade it for utility. Figure 4.2 illustrates this flexibility. While increasing the
throughput in general comes at the cost of a utility decrease (depending on the traffic scenario),
large throughput gains can be achieved at a negligible utility drop. Furthermore, by increasing
the effective capacity of the cell, under realistically fluctuating load, overload situations appear
less frequently and last shorter than for the original Shortest-First schedulers. Operators may
therefore use this opportunity to allow more customers in their networks without building up
additional infrastructure.
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Figure 4.3: Nominator of transaction cost depending on the transaction size for different length
exponents γ.

4.2 Algorithm Design

The implementation of the motivated parameter is straight forward. It shall enable the control
of the influence of object sizes versus the influence of CSI. For both, SF and SRF, the cost
attributed to a transaction is the fraction of the size-based quantity and the instantaneously
possible data rate. Therefore, we introduce the length exponent γ into the original cost function
Equation (3.8) as follows:

cSF =
F γ

R(t)
(4.1)

Analogously, this also works for SRF by adding a parameter to Equation (3.7):

cSRF =
Fr(t)

γ

R(t)
(4.2)

The length exponent now controls the variability of the size metric and therefore the influence
on the cost value. Because the scheduler always gives resources to the transaction with the
smallest cost, γ defines how much a bad channel quality can be compensated with a small size
of a certain transaction. By choosing γ ∈ [0, 1], we can gradually vary the behavior between
that of SF (γ = 1) and that of Max C/I3 (γ = 0). Figure 4.3 illustrates this property. For
γ = 0, the nominator of the cost function is constantly one and the cost is solely defined by
the instantaneous data rate, as it is the case for Max C/I (minimizing 1/R(t) leads to the same
allocation as maximizing R(t)). For γ = 1, Equation (4.1) and Equation (4.2) are identical to
the original cost functions, i. e. the cost of a transaction grows linearly with its size. The variant
with SRF together with some earlier simulation studies was published in [Pro14].

3More precisely, it is a variant of Max C/I, because it allocates transactions instead of resource blocks (see
Section 6.1.5).
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Table 4.1: Influence of the length exponent γ on cell capacity and finish times of two example
transactions.

γ Full buffer capacity τ(T1) τ(T2) Sum duration
0 24.2 Mbit/s 928 ms 673 ms 1601 ms

0.5 17.5 Mbit/s 254 ms 857 ms 1111 ms
1 8.1 Mbit/s 181 ms 894 ms 1075 ms

With this, it is possible to choose how much emphasis should be laid on cell throughput ver-
sus trying to achieve short transmission durations. For γ > 0 the scheduler is principally able
to consider boundaries of application layer objects and to use this information for a reduction
of transmission durations. Therefore, already values of γ close to 0 lead to a significant im-
provement in utility, because the scheduler is able to distinguish between transactions of similar
channel quality. In Figure 4.2, this is illustrated by the steep utility increase at practically no
cost in throughput close to Max C/I.

Theoretically, it is possible to choose γ > 1. However, some experiments have shown that this
further increase of the influence of object size is not beneficial. It makes the scheduling decision
more fragile when new transactions arrive and increases the susceptibility to estimation errors
in size and channel quality. We therefore do not consider this possibility in the following.

4.3 Influence and Benefits of the new Scheduler

We now discuss the influence the new schedulers have on the general system behavior and
particularly the influence on transmission durations. The discussion complements the compre-
hensive performance evaluation that will be presented in Chapter 7.

A simple example to illustrate the influence of the length exponent on the scheduling decision
is shown in Figure 4.4. The figure shows the evolution of scheduling cost under SF for two
exemplary transactions over time. The subfigures contain different settings of γ ∈ {0, 0.5, 1}.
T1 has a size 200 kBytes and T2 has a size of 2 MBytes. For γ = 0, the scheduling cost is
anti-proportional to the channel quality. T1 has a better channel, which leads to a smaller cost
and means that it will always be scheduled. On the other side, γ = 1 means that the size has a
relatively strong influence on the scheduling cost and leads to a preference of T2. Accordingly,
for γ = 0.5 the transactions get served alternatingly in this example. The cost advantage of
either transaction depends on the instantaneous channel qualities.

Table 4.1 contains properties on which the length exponent γ has an influence. The full buffer
capacity is the total data rate that would be achieved in the cell, when always the UE with the
smallest cost would be scheduled (irrespective of the actual size of T1 and T2). τ(T1) and τ(T2)
are the transmission durations of the respective transaction. The last column contains the sum
duration of both transactions.

Although the example only illustrates a single situation, some general observations can be made.
Increasing size influence, i. e. increasing γ, reduces the cell capacity because small transactions
get served although they may have sub-optimal channel quality. Without size influence (γ = 0),
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Figure 4.4: Scheduling cost of two exemplary transactions with different length exponents γ.

a large transaction like T2 may block a small transaction like T1. This leads to a larger aggre-
gated transmission duration and therefore impairs the average user experience. Furthermore,
the relative change in duration is much greater for small transactions than for large ones. In the
above example, the duration of T2 only increases by ≈30% between γ = 0 and γ = 1. On the
other side, T1 decreases by about 80%4. An interesting point is that for γ = 0.5 the sum duration
is almost as small as for γ = 1, while the full buffer capacity is closer to the one with γ = 0.
Consequently, a balanced setting of γ is able to combine advantages from both worlds, Max C/I
and SF. These principal observations and the influence and benefits of the length exponent γ
will be quantified by simulation studies in Chapter 7.

Principally, as indicated in Figure 4.2, the length exponent offers the choice between a high
cell capacity and short transmission durations, which are both desirable properties. A high cell
capacity means that a larger data volume is transmitted in a certain time, i. e. a network operator
could sell more volume options to the customers. On the other side, short transmission durations
have the potential to offer a good QoE. The operator could determine the relative importance
between both properties. Then, by measuring the curve from Figure 4.2 in the actual network,
the optimal choice of γ can be derived. Such an approach and the possible improvement by the
length exponent will be evaluated in Section 7.2 and Section 7.3.4.

4Naturally, the chosen example is quite clear in this respect. Nonetheless, a small transaction with bad channel
conditions may profit even more from Shortest-First scheduling in realistic situations.



5 Inclusion of Buffered Video-Streaming
into Shortest-First Scheduling

Different applications have different requirements for their network transmissions, e. g. with
respect to latency or bandwidth. While it is always an option to classify data packets according
to their requirements and handle them with different schedulers in a hierarchical structure, this
comes at the cost of increased complexity and reduced flexibility for the sub-schedulers. There-
fore, Section 5.1 motivates what the challenge in handling video streaming with a Shortest-First
scheduler is and what the benefits of an inclusion of video streaming are. Then, in Section 5.2,
we discuss the application layer information that is important for the scheduling of video traf-
fic. Section 5.3 presents the proposed approach for the new schedulers and finally Section 5.4
discusses its impact.

5.1 Motivation

A large fraction of Internet traffic is video streaming, with most of it being buffered video
streaming (see [San14] and the discussion in Section 2.3.3). Therefore, it makes up a very im-
portant traffic class. Ordinary Shortest-First scheduling would strongly penalize video stream-
ing objects, as they are very large compared to web browsing traffic ([FMM+11] reports a
median video size of ≈10 MBytes). This would make video traffic very unsatisfactory as soon
as it has to compete against bursty web traffic. Additionally, video streaming requires a differ-
ent definition of utility and therefore also of object size, because the user already watches the
content while the transmission is still ongoing.

Different possibilities are thinkable to resolve this problem. A simple solution would be to sep-
arate streaming traffic and web browsing traffic by means of packet classification and separate
buffers. Then, static prioritization or resource reservations could control the video QoE. How-
ever, that would mean a reduced flexibility in scheduling video streaming packets and would
penalize the other traffic more than necessary, e. g. during a load peak when all videos already
have full buffers at the client-side. Furthermore, shifting transmissions in time for improved
multi-user diversity would be constrained by separating both traffic classes and would conse-
quently lead to a degraded overall capacity.

In this thesis, a different approach for handling video traffic is proposed, which aims at inte-
grating it into Shortest-First scheduling. This requires defining a size equivalent for streaming
traffic. It offers the possibility of exploiting application layer information and gives the full
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flexibility to the opportunistic size-based scheduler. A very useful information is the duration
of buffered play-time at the client, because it allows to prioritize video transactions precisely
according to their requirements for an uninterrupted playback. It is the information that allows
to anticipate interruptions in video playback and to know if a transmission can be postponed
in the order of tens of seconds without affecting the video’s QoE. This increases the flexibility
of the scheduler and can lead to an overall improvement in utility and throughput. Thus, using
the client-side buffer level of streaming transactions for defining an equivalent object size en-
ables us to provide all QoE-relevant information and to have a common weight quantity for all
considered transactions managed by a Shortest-First scheduler.

Regarding MAC layer scheduling of video streaming, there are two recent publications propos-
ing the usage of the client-side buffer level [NOALS+13, WSP+12]. In the following, it will be
shown how such an approach integrates with Shortest-First scheduling and which advantages
this offers over the cited proposals. Furthermore, with this approach the proposed length expo-
nent extends seamlessly to video streaming and thus provides the desired all-in-one scheduler
solution which exhibits a superior QoE, graceful service degradation, and an adjustable cell
capacity.

5.2 Application Layer Information on Video Streaming

As stated before, some application layer information is required to determine the QoS require-
ments of buffered video streaming. The question is how the scheduler in the base station can
obtain information about the current amount of buffered playtime on the UE, which is the only
QoE indicator relevant for resource allocation1. In the following, we first discuss the effect of
the video’s data rate and then how the base station could obtain knowledge about the state of
the client buffer.

5.2.1 Required Data Rate for Video Transport

The transported streams for video and audio are usually compressed. A so-called codec (coder-
decoder) compresses the content according to a coding format. Subsequently, this compressed
data is transported to the video player on the UE, where another instance of the codec decom-
presses it for playback. There is a large variety of coding formats for audio and video streams.
For example, [FMM+11] reports a number of different video and audio codecs used together
by YouTube. Within YouTube, these combinations along with other properties like container
format2 and video resolution make up different video formats specified by the so-called itag.

Usually, the video stream has a much higher bit rate than the audio stream and therefore is
mainly responsible for the total bit rate. In the following, the sum encoding bit rate is meant
when discussing the rate of a video transaction. Many codecs, e. g. the typical configuration of

1Proposals like DASH exist, where the video resolution and quality are adapted to the bandwidth of the trans-
mission path (see Section 2.3.3). However, here we assume that the scheduler has no influence on the video data.
Consequently, the content’s influence on QoE is out of the scope of this thesis.

2A container is a file format which allows to include audio and video streams and possibly additional meta-data
in a single file. Video player applications can interpret such containers and extract the content from them.
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the widely used H.264 [IT14], employ a lossy3 compression which leads to a large reduction in
bit rate compared to the uncompressed data stream. Such compression algorithms may lead to
a bit rate varying with the target image quality and the nature of the content, e. g. a still scene
requires a lower encoded bit rate than a panning shot. However, for simplification, we assume
a constant encoding bit rate for a video. For the video traffic model, we therefore only attribute
the average code rate to a streaming transaction (see Section 6.1.4.3). While the instantaneous
encoding rate may vary with realistic coding formats, this gives a reasonable model of the
required data rate when averaged over several seconds. See [WSP+12] for an example of the
evolution of the encoding rate over playback time. As discussed in Section 2.3.3, adaptive bit
rate streaming techniques are also not covered here.

5.2.2 Knowledge of the Remaining Buffered Playtime

Two recent publications introduce the consideration of buffered playtime on the client for MAC
layer scheduling at the base station [WSP+12, NOALS+13]. Whereas the approach proposed
in [WSP+12] only defines a threshold for buffered play-time below which a video transmis-
sion gets prioritized statically, the one in [NOALS+13] is more fine-grained in that it employs
an s-shaped mapping function between the buffer level and the scheduling weight of a video
transmission (see Section 3.6.4).

An important prerequisite for such an approach is the availability of knowledge about the re-
maining buffered playtime. [WSP+12] assumes a feedback loop between the YouTube client
application and the base station. The client application (e. g. the video player embedded on the
YouTube web-page) triggers a signaling event to the base station, whenever a buffer threshold is
reached. In [NOALS+13], the authors propose to take the encoding rate from meta-information
in the container file, which could be obtained by DPI. Furthermore, they note that buffer reports
as specified for the 3GPP DASH framework [3GP14a] could help to improve the accuracy of
the buffer estimation.

More generally, knowledge about the buffer state could be either estimated at the base station
from inspecting application layer information (e. g. itag or container meta-data) or, leading to
more accurate results, with feedback signaled from the client application. While the latter is
not widely available today, the former could be implemented with standard techniques in the
access network. In any case, it requires state-keeping and flow classification at the base station
to make the information about the buffer level of a video transaction available for the scheduler.

For illustration, Figure 5.1 gives an example of the evolution of transmitted data, played data and
buffer size over time. The top graph shows the accumulated amounts of transmitted and played
data. Data is transmitted in bursts (e. g. YouTube transmits bursts (or chunks) of 64 kBytes
[ARMNOLS12]), which explains the steps in the curve for transmitted data. As discussed
above, a constant encoding rate of the video is assumed. This leads to a constant slope for the
amount of played data over time, once the video is playing. The size of the client-buffer, which
is indicated in the lower graph, can be derived from the difference between the transmitted and
the played data volume. In this example, the transmission rate is often lower than the encoding

3Lossy means that it is not possible to restore the original data when decompressing. However, lossy video
coding formats try to only drop information that is not important for the impression of a human observer.
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Figure 5.1: Illustration of the evolution of transmitted data, played data, and buffer size over
time for buffered video streaming.

rate of the video. This leads to a depleting amount of buffered data and an interruption of video
playback as soon as the buffer is empty. Playback stops until a certain amount of buffered data
is reached again. During a buffering phase, the buffer size grows with each incoming burst. In
addition to that, it constantly shrinks according to the encoding rate when the video is playing.

5.3 Including Video Streaming into Size-Based Scheduling

As motivated in the beginning of this chapter, there are challenges in scheduling video stream-
ing transactions with Shortest-First algorithms. Using the complete object size would lead to
a strong scheduling penalty with the SRPT principle, as video transactions are usually very
large compared to interactive transactions. We discussed above that using the buffer size for
the derivation of an equivalent object size can solve this problem. The buffer size exhibits the
desired behavior that the urgency of transmitting data for a streaming transaction decreases with
increasing size. Challenges remain with respect to the parameterization of the equivalent object
size. Under overload, video traffic should not take all available resources and a differentiation
between videos should be possible. This means that instead of all videos suffering from insuf-
ficient resources, only those where a degradation of QoE is unavoidable shall be penalized by
the scheduler.
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5.3.1 Handling Video-Streaming under Shortest-First

The most straightforward and simple approach to include video streaming in SF (or SRF) would
be to use the buffer level at the client-side itself as the equivalent object size. Then, a transaction
with much buffered playtime would have a high scheduling cost whereas another one with a
lower buffer level would have a small cost and would more likely be scheduled. However,
this approach has two major drawbacks. When the load in a cell is high, a single transaction
only gets a small fraction of the radio resources. For video transactions, this means that the
transmission rates often are smaller than the respective encoding rates. Thus, the buffer level of
all active videos successively shrinks during an overload situation in a cell. First, this means that
videos get more and more priority, as their buffer levels decrease to the order of short interactive
transactions. Second, an equivalent object size of zero in case of an empty buffer means that the
channel condition has no influence on the scheduling cost in Equation (3.7) and Equation (3.8)
anymore. Thus, it is not possible to distinguish between video transactions with empty buffers
and schedule opportunistically.

Another option would be to employ an s-shaped function – inverted in comparison to the one
in [NOALS+13] – as equivalent object size. As the authors state, this shape limits the weight
of a transaction being in danger of a buffer under-run or already interrupted. On the other side,
the function never falls below the offset value for large buffer levels. This means that under
PF-QoE, videos having considerably more buffered data than the target value are treated like
the traffic from other applications. For SF, instead of an upper and lower limit, just a minimum
is required for the equivalent object size. It is no problem that the mapping function grows
with the buffer size indefinitely. In contrast, this is a desired behavior, because the urgency of a
transmission also shrinks continuously.

Therefore, we define the following simple linear mapping function between the buffer size b(t)
(in kBytes) at the client and the equivalent transaction size Fvideo(t) assumed by the scheduler:

Fvideo(t) = b(t) + cmin (5.1)

Fvideo(t) replaces F and Fr(t) in Equation (4.1) and Equation (4.2), respectively. Figure 5.2
illustrates this mapping between client buffer and equivalent object size. It means that a video
with a large playback buffer always has a large cost relative to the transaction’s channel quality.
The offset cmin prevents the drawbacks of a linear function discussed above. Any value cmin > 0
will avoid a multiplication by zero which would erase the influence of the channel conditions
in case of an empty buffer. Furthermore, with cmin we can define the object size up to which an
interactive transaction never gets delayed by video transactions. It is therefore not possible that
videos monopolize the radio resources in case of an enduring overload situation.

While the equivalent object size would work with both, buffered data and buffered playback
time, it was a design choice to use the size of the client buffer. When using time units in
Equation (5.1), a mapping factor to object sizes would be required. A constant mapping factor
would mean that a video with a large encoding rate has the same equivalent object size as
another video with lower encoding rate and the same amount of buffered playback time. In
terms of radio resources, this would mean a preference of videos with large encoding rates.
In contrast, the buffer size directly refers to the metric relevant for resource allocation – a
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Figure 5.2: Transformation of the client-side buffer level into a size equivalent for SF.

data volume. Accounting for the amount of buffered data as equivalent object size implicitly
prefers those videos with a small encoding rate compared to their channel conditions. This is
a desired behavior in overload situations. The videos with an unsustainable required data rate
(either due to the encoding rate of the video or bad channel conditions) run out of buffered
data faster compared to the competing videos with more favorable conditions. Thus, during
ongoing overload, especially together with the mechanism proposed in the next section, it is
likely that the transactions in unfavorable conditions are dropped relatively early, which leads
to an improved QoE for the remaining video transactions.

5.3.2 Implicit Admission Control with Buffer Knowledge

One challenge in scheduling video streaming is the behavior during an overload situation. It is
easy to avoid interruptions when there are sufficient resources to satisfy all demands. However,
when the required data rate exceeds the cell capacity, it is important how the scheduler behaves.
Without further measures, SF with video integrated according to Equation (5.1) would privilege
video transactions with empty buffers in such a situation. This means that videos which still
have buffered data get fewer resources and are likely to deplete their buffer, too. Thus, also
video transactions which would principally have adequate channel conditions are affected by
the interrupted ones. Consequently, the overall QoE degradation is worse than it could be. To
improve this situation, we extend Equation (5.1) as follows:

Fvideo(t) =

{
aSF · (b(t)− bt,SF) + cmin for b(t) < bt,SF

b(t)− bt,SF + cmin for b(t) ≥ bt,SF
(5.2)

Here, bt,SF is a target buffer size that can be chosen arbitrarily. The inclination aSF for b(t) < bt,SF

should be chosen negative, which means that a transaction gets a penalty when its buffer size
falls below the target buffer4. This also applies to newly arriving transactions that start with an
empty buffer.

4A further generalization would be the parameterization of the slope for b(t) > bt,SF. However, a preliminary
evaluation showed a small influence of this property, which is why it will not be discussed in this work.
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Figure 5.3: Implicit admission control by defining a target buffer and a cost penalty.

Figure 5.3 shows Fvideo(t) over the buffer size b(t). Assuming constant channel quality, the cost
of a streaming transaction gets minimal at bt,SF. Larger buffers mean that it gets less urgent to
schedule the transaction; the cost increases proportionally with the buffer size. On the other
side, b(t) < bt,SF for a running video means that it is likely that the encoding rate exceeds
the possible transmission rate at the current cell load. Consequently, we give a scheduling
penalty to this transaction in order to prevent it from impairing other videos. For a newly
starting transaction either the channel quality should be above average or the overload should
be gone in order to get scheduled. Thereby, an empty buffer is attributed the same cost as with
b(t) = bt,SF · (1− aSF).

The extended equivalent object size according to Equation (5.2) introduces an Implicit Admis-
sion Control (IAC). The desired effect of admission control is to restrict the access to a medium
in case an additional request would lead to overload, which would mean an impaired QoS for all
traffic on the medium. For example, in the IntServ approach this is achieved by only accepting
a flow when all elements on the path have sufficient resources. This is what we accomplish with
the proposed mechanism. In case of overload, the ongoing video transactions are preferred to
newcomers. Therefore, their QoE remains favorable while otherwise many more transaction
would be unsatisfactory.

In contrast to IntServ, the approach here is not binary but instead gradually adapts to the load
situation and the level of buffered data of all active video transactions in the cell. Implicitly,
the most resource inefficient videos – i. e. the transactions requiring most radio resources per
second playback time – will be penalized. New transactions are still able to "jump" over the
target buffer level, when their channel conditions overcompensate the initial penalty.

Thanks to its implicit nature, the proposed IAC is easy to implement and merely adds algo-
rithmic complexity. No additional tracking of flow state or cell load is required besides the
knowledge of buffer level, which we require for the integration of video streaming. One im-
plementation detail that can further improve the effectiveness of IAC is that we can introduce
negative buffer sizes. This means a linear extrapolation of the equivalent object size when a
video has stopped playing. With increasing buffering duration, the penalty increases, as it be-
comes less likely that the video will be able to resume. Therefore, no further radio resources
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are wasted but instead are used to save other video transactions from being interrupted. The
effectiveness of IAC will be investigated in detail in Section 7.3.2.

5.4 Influence and Benefits of the Proposed Algorithm

In this chapter, an approach to include the scheduling of video streaming into Shortest-First
schedulers was presented. This allows for a seamless handling of different service requirements
within a single scheduler instance and achieves a good QoE performance for interactive and for
streaming traffic. The proposed algorithm allows to control the priority of video streaming
relative to interactive traffic. Furthermore, the configuration of IAC allows to improve the
average video QoE in overload situations.

In the low load case, tracking the client-side buffer level helps to avoid interruptions in video
playback for all transactions where this is possible5. For high load, the proposed algorithm
preserves the QoE of as many videos as possible. Effectively, videos that require many radio
resources per second playback time, either because they exhibit a comparably high encoding
rate or bad channel conditions, will be restricted by IAC in this case. As long as the average
buffer level of the active video transactions is well above the target buffer size bt,SF, transactions
with relatively small buffers obtain cost advantages which help to avoid playback interruptions.
However, when the average buffer level drops near bt,SF due to overload, the penalty of those
videos that fall below bt,SF becomes effective for the relative cost comparison and preserves the
more resource-efficient video transactions. The usage of buffered data volume versus buffered
playback time is favorable for this notion of resource-efficiency, as a video with low encoding
rate will play longer with a certain amount of buffered data.

Summarizing the effects of the proposed algorithm, it can be stated that a further service dif-
ferentiation is not required anymore. All transactions can be processed in the same allocation
loop, which gives maximum flexibility to the scheduler for exploiting multi-user diversity and
considering QoE requirements. A prerequisite is information about the instantaneous client
buffer state at the base station. This can be achieved either by network-side inspection and
estimation techniques or by application feedback from the UE. Apart from that, the proposed
solution comes at a very low implementation effort and requires only the evaluation of a map-
ping function between buffer size and equivalent object size. IAC on its own is very flexible
compared to traditional admission control and gradually becomes effective when ongoing video
transmissions are in danger of QoE impairment from newly arriving traffic. The performance
of the proposed algorithm in scheduling a traffic mix of streaming and interactive applications
will be evaluated in Section 7.3.

5Even for a single video transaction, uninterrupted playback may not be possible when the encoding rate
exceeds the cell capacity, e. g. when the respective UE has a very bad channel quality.



6 Simulation Model and Metrics

The proposed algorithms will be evaluated by system level simulations. To obtain valid results,
it is important to model all relevant effects with respect to the desired performance metrics. Fur-
thermore, input parameters like scenario layout, channel and traffic properties have an essential
influence on the outcome. Therefore, the model and scenario will be introduced in Section 6.1.
This includes the parameter set and layout of the cellular network, the channel and traffic mod-
els. Then, in Section 6.2, we discuss the performance metrics on which we focus in this thesis
and how they are measured from the simulation results.

6.1 Simulation Model and Scenario

For the performance evaluation, a discrete event-based simulation is employed. This means
that time only passes between events, discrete points in time at which the state of the system
is evaluated. The simulation framework is based on the IKR SimLib [Sim] and IKR RadioLib.
These simulation libraries provide the basic components and software architecture to model
general communication networks (IKR SimLib) and cellular networks (IKR RadioLib).

The evaluations are aimed at the assessment of the latency introduced by MAC-layer queu-
ing delays in a single cell. Therefore, neither the effects at other layers nor other MAC-layer
mechanisms like retransmissions are modeled. The reason is that these effects are only barely
influenced by resource allocation and are similar for all investigated scheduling algorithms. We
focus on comparing the differences in queuing and transmission times between schedulers, so
the other effects are out of the scope of this thesis. Even more, the LTE model we use is just
a prominent technology example to cover the relevant behavior. However, scheduling algo-
rithms are needed for all kinds of cellular networks, no matter how the resources are defined.
So our findings are not limited to LTE but may also be applied to other OFDMA systems or,
with some adaptations, to other multiple access methods like CDMA. Furthermore, the effects
from which we abstract, most notably MIMO, power allocation, and Inter-Cell Interference Co-
ordination (ICIC), are to a certain degree independent from the choice of time and frequency
resources1.

As a basis for the cellular network model, we use a general LTE Release 8 macro-cell deploy-
ment scenario. We will not completely stick to 3GPP standards but make some simplifications,

1Many scheduling heuristics from literature which consider the mentioned functions also separate the decisions
of time-frequency resources and power allocation, for example [SL05]. Naturally, such an approach may not find
the global optimum, but it reduces the computational complexity to a feasible level.

61
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e. g. with respect to the flexibility of assigning PRBs and signaling overhead. As stated before,
we are interested in the downlink behavior of a single cell. According to LTE specifications,
OFDMA and FDD as well as the respective time and frequency resolution will be used. The
modeled network has a carrier frequency of 2 GHz and a bandwidth of 10 MHz.

6.1.1 Cellular Network Layout

For evaluation, macro cells in an urban environment are considered. This means that the base
station antennas are assumed to be mounted above rooftop with a base station distance of 500 m
(3GPP case 1 [3GP06]). The regarded scenario is interference-limited, which means that the
major influence limiting SINR is interference2. The cellular layout defines the SINR distribution
(also known as SINR geometry).

In real networks, base station locations are chosen with the help of network planning tools to
optimize the coverage in a certain area with a given number of locations. For simulation, most
studies abstract from the landscape topology and assume a deployment on a flat surface. This
leads to a hexagonal arrangement of the base stations. The number of simulated base station
locations usually represents a number of hexagonal rings around the center, e. g. 7 locations for
one ring (as illustrated in Figure 6.1) or 19 locations for two rings. To avoid border effects,
the scenario is wrapped around at the edges. That means that there are six duplicates of the
simulated base stations arranged around the original version. A receiver thus always seems to
be in the center cell with the other cells around it. Throughout this work, it is assumed that
interfering cells always transmit at their full power in the whole spectrum.

Real cellular network deployments often have sector antennas at the base stations with typically
three sectors to allow for a higher capacity per area compared to isotropic antennas. However,
the simulation of a tri-sectorized scenario requires much more computational resources because
a higher number of transmitting antennas have to be evaluated for each resource allocation. Due
to the directional antenna pattern, an interferer at two times the inter-site distance still may have
a significant influence on SINR. Therefore, at least two rings of interferers, which makes 57
transmitting antennas, have to be simulated in this case. To assess the influence of the cellular
layout on the SINR, we discuss a comparison of different scenarios in the following.

Figure 6.1 shows two examples of a cellular network with an area distribution of SINR including
path-loss and shadowing. On the left side, it shows a sectorized scenario with three sectors per
location. The three sector antenna pattern from [NGM08], which has a backward attenuation of
20 dB, is in use. On the right side, a simple scenario with isotropic antennas and a single cell
per location is shown.

The resulting geometries are compared in Figure 6.2. We can see that the isotropic cell layout
leads to an optimistic SINR distribution compared to the three sector case. This is mainly due
to the generally higher number of interfering cells with some interfering antennas pointing di-
rectly towards the evaluated cell. Especially at high SINR, the degradation is determined by
the maximum attenuation of the antenna pattern. The backward attenuation limits the SINR to

2By contrast, rural areas may have much larger cells, where the signal at the cell border is comparable to the
noise level. This is then called a noise-limited scenario.
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Figure 6.1: Comparison of different cell layouts.
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Figure 6.2: Cumulative distribution function of SINR for different scenario layouts.

17 dB, as there are two interfering antennas at the location of the transmitting antenna, which
experience the same channel attenuation (when only considering path-loss and shadowing). For
the isotropic case, we investigate one ring (7 cells) and two rings (19 cells) of interferers. Fig-
ure 6.2 shows a slight degradation in SINR when considering more interferers, but the general
geometry is very similar.

For the performance evaluation, frequency-selective channels are simulated. To reach a feasible
amount of computational resources, a single-sector scenario with seven base stations will be
employed. The shape of the geometry in Figure 6.2 is, apart from few dB difference, very
similar for all scenarios at low SINR. At high SINR, the large difference is mitigated by two
effects in the final simulation model. First, the 17 dB upper bound only holds for the case
without fast fading. However, we consider fast fading in our final channel model. Second, the
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capacity of the channel is clipped at 25 dB to account for the maximum transport format. As
we are interested in the relative differences between the schedulers, the shape of the geometry
is not essential for the results.

6.1.2 Channel and Mobility Model

The concept of the radio channel was introduced in Section 3.1. The channel model used in
the simulation relies on recommendations by the Next Generation Mobile Networks (NGMN)
alliance and 3GPP specifications, mainly [NGM08] and [3GP06]. In detail, three components
make up for the attenuation of a single wireless link between transmitter and receiver: Path-loss,
shadowing, and fast fading. We discuss these components in the following sections.

Deviating from many other studies published in literature, user mobility is also a part of the sim-
ulation model. The reason for this is the time-scale of interest. As discussed in Section 3.3.2,
we want to capture the evolution of the radio channel over a time of several tens of seconds.
During this time, even for the walking speeds of pedestrian users, the attenuation level of the
radio channel can change significantly. Then again, for short flows, the time-scale separation
argument sometimes found in literature [SDV10, APLO11] (see Section 3.6.2 for a discussion)
is not applicable to LTE networks as they can be completely transmitted within few slots. For
Internet traffic, such short flows contribute a major part to the total utility of the users’ applica-
tions. Even more, the short flows are especially time-critical as they often belong to interactive
tasks (e. g. browsing through the catalog of a web shop or an image gallery). Consequently, we
model at the TTI-level and include user mobility, which is presented in Section 6.1.2.4.

6.1.2.1 Path-Loss

Path-loss means the signal attenuation over the distance between transmitter and receiver. It
strongly depends on the environment. In free space with isotropic antennas, the power of the
signal would decay proportionally to the distance squared [TV05]. However, with reflection and
diffraction of the electromagnetic waves at environmental obstacles, the exponent in relation
to distance changes. As proposed for a macro-cellular system in an urban area in [3GP06],
distance-dependent path-loss aPL in dB is determined as

aPL = 128.1 + 37.6 log10(d) (6.1)

where d is the distance between sender and receiver in kilometers. This model is defined for a
distance d ≥ 35m between transmitter and receiver. However, as we limit the SINR at a value
of 25 dB anyway, we do not impose any restrictions on the receiver placement.

6.1.2.2 Shadowing

Obstacles in the path between transmitter and receiver further attenuate the signal power beyond
pure path-loss. This effect is called shadowing. Gudmundson [Gud91] proposes a statistical
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model to capture the fading effects from shadowing, namely an exponential function as the spa-
tial auto-correlation. From [3GP06], we use a correlation distance of 50 m, a standard deviation
of σ = 8 dB, and a correlation of ρ = 0.5 between cells. The latter means that the shadowing
attenuation of a UE towards two different base station is correlated. This respects the fact that
the environment in the vicinity of the UE is the same in both cases.

As we include user mobility into the simulation model, we are able to employ a model with a
realistic spatial correlation. This means that each receiver crossing a certain location perceives
the same shadowing attenuation. To this end, a stochastic sum-of-sinusoids model is used,
which is implemented in IKR RadioLib following the proposal in [CG03]. For each transmitter
(i. e. the base stations) a random shadowing plane is created and an additional plane common to
all transmitters. The common plane is used to create the correlation between different senders.
This models the environment in the vicinity of the UEs, which is the same for all transmitters.
We obtain a correlation coefficient ρ for the shadowing between transmitters with

aSH =
√
ρσ2aSH,1 +

√
(1− ρ)σ2aSH,2, (6.2)

where aSH is the shadowing attenuation in dB, σ is the standard deviation and aSH,1 and aSH,2
are the values from the transmitter-specific and the common shadowing planes, respectively.

6.1.2.3 Fast Fading

The transmitting antenna emits the radio signal into multiple directions (as given by the antenna
pattern, e. g. equal strength in all directions for isotropic antennas). This signal gets reflected
at obstacles in the environment. Thus, it may not only reach the receiver along the direct Line
of Sight (LoS) but along multiple paths. Each path can have different a propagation delay and
attenuation experienced by the signal along this path. The different signal versions add up at the
receiver side and can interfere constructively or destructively, depending on their relative phase
shifts. This leads to fast fluctuations of the received signal strength at the receiving antenna.

Such fast fading from multi-path propagation is modeled by Rayleigh fading3 when there is no
dominant path (e. g. from a strong LoS component, see [TV05, Ch 2.4.2]). We assume this
case of non-LoS in our studies, which is common for urban environment models. Due to the
different path propagation delays, a single transmitted impulse will be spread in time (called
delay spread), which can be described by a tapped Channel Impulse Response (CIR). We use
the typical urban channel model for which the CIR is given in [3GP13] and which is also
recommended by other simulation scenario descriptions for the SISO case [NGM08, 3GP06].

[DBC93] describes a way to generate pseudo-random Rayleigh fading with a sum-of-sinusoids
model with random phases4. As input, we need to define the carrier frequency and the maxi-
mum frequency offset of the fading process. The reason is that the relative movement between
transmitter and receiver creates a Doppler shift depending on the speed of this movement, i. e.
the user’s speed determines the spectrum of the fast fading.

3More precisely, the amplitudes of the individual paths are modeled as Rayleigh random variables [TV05].
4A modification of the Jakes model which improves the statistical properties of the original model [DBC93].
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Figure 6.3: Example of user trajectories with the mobility model.

For the frequency-selective fast fading model, we assume flat fading within a single PRB. That
means that we have one fading value for a PRB and abstract from the individual sub-carriers
within a PRB.

6.1.2.4 Mobility Model

Because we look at a time-scale of some tens of seconds, we need to include user mobility
into the channel model. To this end, a random walk is implemented. Users walk on a straight
line for a random time. After this time, they turn randomly and continue walking into the new
direction. Figure 6.3 illustrates an example of some user trajectories. It also shows the effect of
wrap-around. A user leaving the scenario at the bottom enters it again on the top. In the point
of view of the UE, it always senses to be in the central cell with 6 interfering cells around it.
Once the UE moves from one cell to another, the remote interferers will appear as neighbors to
the currently visited cell. As suggested by the simulation recommendations [3GP06, NGM08],
all users have the same speed of 3 km/h.

It is important that the users move at all to avoid that the path-loss and shadowing components
of their channel remain static. This would be unrealistic for pedestrian or vehicular users at the
observed time-scale. To capture this variability, the simple model described above is employed.
While modeling basic mobility is essential for the temporal evolution of the signal strength,
handovers are not a part of our observations. We are interested in the behavior of a scheduling
algorithm performing resource allocation in a single cell. To this end, users entering or leaving
the cell are not essential for the base station as long as the average number of users remains
constant. For a stable operation point, the number of receivers in the cell (i. e. the number of
UEs) is kept constant irrespective of the mobility model. We therefore model a virtual cell,
which serves all UEs no matter to which base station antenna they are currently connected to.
This means that the channel conditions behave as if the users would move all over the scenario5,
whereas the resources are allocated as if all users were placed in a single cell. From the user’s
perspective, it is not important in which cell the UE is registered as long as the number of

5For SINR determination, the UE is always assumed to be attached to the base station with the strongest signal.
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Figure 6.4: Example channel realizations with Rayleigh fading.

competing transactions from other users results in the same traffic intensity. In contrast to the
mobility model, the traffic model has an influence on the number of active receivers because not
all UEs may have something to transmit6.

6.1.2.5 Summary of the Channel and Mobility Model

Summarizing, the channel and mobility model represents an outdoor scenario with macro-cells
and slowly moving users. The channel model gives the attenuation of a single link, i. e. the
link between a pair consisting of UE and base station. For the correct reception of a transport
block, as discussed in Section 3.1, the SINR of the signal is relevant. To calculate the SINR
according to Equation (3.1), the channels from all base stations to a UE have to be evaluated.
For simplicity, because we are interested in the effects from scheduling within a single cell, all
interfering base stations are assumed to transmit permanently at their full transmit power.

Figure 6.4 shows two example realizations of the described channel model. On the left side,
the SINR for a single frequency is plotted over time. The characteristic deep fades of the signal
can be seen. The fluctuation rate of these fades depends on the speed of the UEs. The right side
of Figure 6.4 shows the SINR depending on the subcarriers at a single point in time. We can
see that the signal also varies over frequency. A summary of the parameterization of the whole
radio model is given in Table 6.1.

6We will see in Section 7.1.1 that the interaction between scheduler and traffic model creates a feedback-loop
with respect to the spatial distribution of receivers, as UEs with good channel are likely to complete their requests
quickly.
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Table 6.1: Parameterization of the radio channel model and cellular layout (mostly complying
with [3GP06, Table A.2.1.1-3]).

Property Value
Cellular layout Hexagonal, 7 sites
Antenna pattern Isotropic

UEs per cell 50
Inter BS distance 500 m

BS/UE height 32 m / 1.5 m
Carrier frequency 2 GHz
System bandwidth 10 MHz

BS TX power 46 dBm
Path-loss 128.1 + 37.6 log10(d), distance d in km

Shadowing σ = 8 dB; log-normal; correlation distance 50 m
Shadowing correlation ρ = 0.5 between cells
Multipath propagation Rayleigh fading with Jakes-like temporal correlation [DBC93],

frequency-selective fading with typical urban channel taps [3GP13]
UE velocity 3 km/h

Mobility model Random walk; mean walk duration 30 s
Frame duration 1 ms
Link adaptation Ideal (Shannon-Hartley; SINR clipped at 25 dB)

Inter-cell interference Interfering cells transmit at full power

6.1.3 Link Layer Model

The channel model provides the SINR for the radio transmissions. However, to assess the
influence of the scheduler on the application level performance, we need the capacity in bits
that can be transported in the respective resource allocations.

A real LTE systems employs FEC through turbo codes. Together with different modulation
levels (i. e. QPSK, 16-QAM, and 64-QAM for the data channel), this makes up the so-called
MCS. Each coded transport block has a certain probability to be decoded successfully at the
receiver. This probability increases with the SINR. The higher the order of the MCS7, the
higher the SINR needs to be for a successful decoding. Therefore, a trade-off exists between
using a high MCS to transport as many bits as possible per OFDM symbol and reducing the
BLER. This is controlled by defining a Target-BLER and matching the MCS to the CQI at
the transmitter. Transport blocks that cannot be decoded successfully at the receiver need to
be retransmitted. LTE defines HARQ (e. g. soft bits with incremental redundancy) and ARQ
(transmitting a new transport block containing the missing data) for this purpose.

6.1.3.1 Ideal Link Layer Adaptation

For the link layer model, we use the information theoretical upper bound of the channel ca-
pacity, which is a common assumption to abstract from link layer adaptation. The Shannon-
Hartley theorem (see Equation (3.2) and [Sha49]) defines the amount of mutual information

7Higher MCS means more bits per symbol and less code redundancy.
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Figure 6.5: Capacity of a scheduling resource (180 kHz, 1 ms) according to the ideal spectral
efficiency defined by the Shannon-Hartley theorem, clipped at 25 dB.

that a sender can transmit ideally towards a receiver at a certain SINR8. By using the Shannon
bound, we assume ideal CSI at the sender, a perfect channel adaptation (i. e. no discrete MCSs)
and abstract from transmission errors and retransmissions. We discuss the influence of realistic
channel impairments in the next section. To model a maximum number of bits that can be trans-
ported per resource (i. e. the maximum spectral efficiency), we limit the capacity to the value
at SINR = 25 dB. A resource unit is equivalent to two LTE PRBs, because we adapt it to the
scheduling interval. LTE specifications define slots of 0.5 ms, which means 7 OFDM symbols
in time that make up one PRB [3GP09b]. However, two consecutive slots make up a sub-frame,
which is the scheduling granularity in time (i. e. the TTI), and is therefore suitable for our re-
source definition9. This means that a single resource, with a bandwidth of 180 kHz and 1 ms
duration, neglecting signaling overhead and pilots, can transport at most 1495 bits. Figure 6.5
shows the number of bits such a single resource can transport depending on the SINR.

6.1.3.2 Influence of Realistic Channel Impairments

An ideal adaptation to the radio channel is not realistic for several reasons. First, the CSI
can never be ideal due to limited signaling capacity and measurement errors. Second, due to
processing and signaling times, the CSI always exhibits a delay between measurement and its
availability at the sender. Third, channel adaptation with modulation and coding is not seamless.
There are discrete steps in the MCSs and in the granularity of the adaptation in frequency and
time. Consequently, the sender is not able to choose a modulation format and code rate that
ideally fit to the current channel state.

8This information theoretical upper bound holds for a SISO system and can be overtaken with MIMO.
9Restrictions apply to the resource allocation between the first and second slot of a sub-frame, like the maxi-

mum number of concurrent users and frequency patterns. We abstract from this by freely allocating in frequency
once in a TTI.



Chapter 6. Simulation Model and Metrics 70

Delay, measurement errors and quantization lead to a statistical error distribution for the CSI,
which is used by the sender to determine the MCS of a transmission. If the CQI (i. e. the
quantized version of CSI) is lower than the actual channel quality, the sender will use an MCS
not exploiting the available capacity. On the other hand, if the CQI is too high, the sender
will use an MCS with too little protection such that the receiver cannot decode the respective
transport block due to transmission errors. Then, a retransmission is required. To avoid a
large wastage of capacity or excessive retransmissions, senders are configured to approach a
certain defined Target-BLER10. A decode error leads to a HARQ retransmission in LTE, which
commonly adds a delay of 8 ms to the transmission11[STB09, p.234].

Effectively, realistic channel impairments lead to a reduced spectral efficiency and the prob-
ability of additional transmission delays in case of retransmissions. For our evaluation, it is
important how these effects would influence the performance metrics for different schedulers.

The reduction in spectral efficiency affects cell throughput and, consequently, transaction du-
rations and QoE. While it is not the focus of this thesis, there are many sources in literature
covering the effect of imperfect CSI. For example, an early work investigating the impact of im-
perfect CSI on a single OFDM connection with adaptive modulation is [YBC02]. More recent
publications that evaluate the capacity degradation for the downlink of a multi-user OFDMA
system are [KK08, VW10]. Furthermore, many works exist that propose how to mitigate the
drawbacks from imperfect CSI, e. g. by channel prediction or adapted resource allocation algo-
rithms. The cited works [YBC02, KK08, VW10] are in agreement that the delay of the CSI is
the essential factor determining the reduction in spectral efficiency, more accurately, the rela-
tion between the coherence time of the channel and the delay. For our standard scenario with
a user speed of 3 km/h, assuming an average feedback delay of τD = 5ms, the relevant metric
fDτD ≈ 0.028 (fD is the Doppler shift) is very small. For this value [YBC02] and [KK08] attest
a very small impact of imperfect CSI, while [VW10] is more pessimistic. Here, the different
impact of imperfect CSI on the evaluated schedulers is important. It is likely that Max C/I,
which profits most from frequency-selective multi-user diversity, is affected most. However,
also the other schedulers (with the exception of RR) are opportunistic and consider CSI for
their scheduling decisions. We therefore do not expect large relative differences in throughput
performance from imperfect CSI.

Retransmissions affect the metrics transaction duration and user experience. The delay from a
retransmission only adds to the total transaction duration if it happens at the end of a transaction.
In this case, it only has a significant influence if the transaction could have been transmitted
within a single or few TTIs and would have a very small waiting time without a transmission
error. The impact of retransmission on the overall results therefore would be very small, because
it would affect only few transactions and the order of the additional delay around 10 ms is very
small on the time-scale relevant for QoE (see Section 6.2.3).

Concluding, realistic channel impairments would primarily influence the spectral efficiency of
our cellular system. However, we expect only minor relative differences of this effect between
the evaluated schedulers. Furthermore, the potential influence of retransmissions on the evalu-

10For example Target-BLERs between 0.1 and 0.02 for downlink transmissions in LTE are defined in [3GP14b].
11There also is a small probability that a decode error cannot be recovered by multiple HARQ retransmissions.

Then, ARQ (at the RLC-layer) initiates a new transmission for the MAC-layer, which leads to additional delay.
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ated metrics is limited. We therefore do not consider such channel impairments in the simulation
model.

6.1.4 Traffic Scenarios

The nature of offered traffic plays a crucial role in the overall system performance. First, it
is central to the user experience that shall be assessed, how the application layer objects (i. e.
transactions) are transmitted and which requirements the respective application has, especially
with respect to latency. Second, the object size distribution defines the burstiness of the traffic
aggregate and how long a certain transaction remains in the system.

A negative exponential distribution will be employed for the transaction arrival process12. This
allows us to simply vary the amount of offered traffic by adjusting the mean Inter-Arrival
Time (IAT). Together with the object size distribution, covered in more detail in the next sec-
tions, the resulting traffic intensity is controlled by this IAT rather than the number of UEs.
The number of simulated UE is always fixed to 50. This guarantees that we have a sufficient
diversity of receiver locations and channel realizations. For a single simulation point, the IAT
is kept constant. To obtain the dependency between the observed metric and offered traffic, the
simulation is conducted for a range of IAT settings.

As introduced in Section 2.4, we model three application classes: foreground and background
interactive traffic and buffered video streaming. Whereas the arrival process is assumed to be
identical for all transactions, the object size distributions and server behavior are different. The
traffic mix, i. e. the share of the individual application class in the total traffic will be varied in
the evaluation studies.

When simulating realistic traffic consisting of actual traffic objects, it is important to reach
a stationary state. This is especially challenging in cellular networks as not only the offered
traffic varies on a short time scale, but also the cell capacity is variable. A stationary load
situation is reached by assuming that users abandon their transactions after a certain time. A
dropped transaction means that it is immediately removed from the buffer in the base station.
In the equilibrium the following holds:

Rarr = Rfin +Rdrop (6.3)

With Rarr being the rate of arriving traffic (or offered traffic), Rfin being the traffic rate of fin-
ished transactions and Rdrop being the rate of the dropped traffic. The relation between the rate
of traffic arrivals and the average capacity of the cell influences the number of dropped trans-
actions. In a low load situation, almost all transactions get finished and the dropping rate is
close to zero. However, when the cell is in overload13, it is not possible to serve all transactions
anymore so the dropping rate will initially increase with the simulation time until it matches the
difference between finish rate and arrival rate. We are interested in the properties of this steady

12In teletraffic theory, the corresponding Poisson arrival process is assumed when there is a large number of
independent traffic sources. This approximation is also used here.

13Please note that the average arrival rate is constant during a simulation run and therefore the overload is
permanent.
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state. Therefore, the traffic process and buffer levels define the duration of the initial transient
phase. During this phase, no samples are collected.

6.1.4.1 Standardized Web Model

The base line traffic scenario applies the web model recommended in [NGM08] and in 3GPP
specifications. [NGM08] provides models for File Transfer Protocol (FTP), web browsing
(HTTP), video streaming, VoIP, and gaming. We will use the FTP and web browsing mod-
els for interactive elastic traffic. For video streaming, a new model will be derived from recent
publications, see Section 6.1.4.3.

The object size distributions are based on truncated log-normal distributions. We use the FTP
model for the background traffic class. It simply draws the object sizes from a single truncated
log-normal distribution with the Probability Density Function (PDF)

fX(x) =
1√
2πσx

e
−(ln x−µ)2

2σ2 (6.4)

and the parameters given in Table 6.2.

For interactive web browsing traffic, [NGM08] defines a more complex object model consisting
of multiple distributions. It bases on the structure of web sites consisting of a main object and
embedded objects. To this end, three distributions are defined:

- The size of the main object as a truncated log-normal distribution.

- The number of embedded objects as a truncated Pareto distribution.

- The sizes of embedded objects as a truncated log-normal distribution.

Table 6.2 gives the parameters for the object size distributions. The number of embedded objects
is distributed as [3GP04]14

fX(x) =

{
ααk
xα+1 for k ≤ x < m(
k
m

)α for x = m
(6.5)

with α = 1.1, k = 2, and m = 5515. To get the number of embedded objects Nd, k shall
be subtracted from the outcome of the (pseudo-) Random Number Generator (RNG) with the
indicated PDF, which gives a maximum number of embedded objects of Nd = 53.

For the web traffic model, we assume that the main and embedded objects of a transaction
arrive as a whole at the base station, i. e. in a single transmission. This simplification compared

14The description in [NGM08] contains an error, which is why the original source [3GP04] is given.
15The special probability at the upper bound m indicates that no resampling shall take place when the RNG of

the underlying unbounded Pareto distribution returns a value > m, but instead m shall be returned.
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to the original behavior can be justified for example by content caches in the operator’s network
which reduce the RTT to the server, or by approaches like in the propositions for HTTP/2.0 (or
SPDY) [BELSHE2] which introduce a server push mechanism, meaning that the server may
be allowed to send embedded objects without an explicit request. Furthermore, as mentioned
before, this thesis focuses on the delays introduced by scheduling and abstracts from application
layer effects.

6.1.4.2 General Traffic Model

The web model recommended in [NGM08] relies on the description in [3GP04] which
in turn uses findings from publications on traffic traces measured in the years 1998–2000
[CL99, SCJO01]. A recent study in an LTE network in the year 2012 supports the assump-
tion that most transmissions are very short [HQG+13]. Also [FLM+10] indicates that traffic
contains a large number of very small objects.

However, other recent measurements of Internet traffic [HTT, IP11] suggest that object sizes,
at least in the fixed Internet, are much larger than the ones from the model in [NGM08]. An
example scenario for this could be notebooks equipped with LTE dongles, which produce traffic
similar to clients connected through fixed access networks (e. g. residential broadband). There-
fore, we complement the studies by a more generic traffic model with an adjustable object size
distribution. For this general traffic model, we only use a single traffic class for foreground and
background applications.

According to analytic interpretations of large scale traffic measurements in [HCMSS04] and
references therein (e. g. [Dow01]), Internet traffic object sizes may be modeled as a mixture of
multiple Pareto and/or log-normal distributions. For simplicity, we take a single truncated log-
normal distribution for the general traffic model (comparable to the FTP model with a different
parameterization). We do not aim to capture all details of Internet traffic but want to have a
tractable distribution which can be controlled easily and contains larger objects than the web
model introduced above. Nevertheless, the model should contain a large number of small ob-
jects, which many measurement studies attest. This abstraction is backed by [GLMT01] which
argues that the tail of the size distribution has little practical influence on algorithm design and
is very sensible to changes in the underlying assumptions. Furthermore, truncation is required
to simulate a stationary system as arbitrarily large objects would accumulate over the simulation
time otherwise.

For parameterization, [IP11] is used as a basis and an offset is introduced to the mean object
size to come closer to the average total transfer size of web sites reported in [HTT] for today’s
traffic. Importantly, the claim is not to model realistic traffic of today’s cellular networks but the
objective rather is to investigate scheduler performance in the face of traffic using characteristics
from the mentioned measurements. Section 4.3 of [IP11] contains a discussion of entire page
characteristics. The average median for small, medium and large pages is ≈150 kBytes16. The
largest pages have a size of up to 370 MBytes. By taking a median of 150 kBytes and an average
object size of 1800 kBytes (approximately the average in the year 2014 on [HTT]), we obtain the
parameters in Table 6.2. Truncating at 100 MBytes is above the 0.998 quantile and is necessary

16To assume a median for the general traffic model, this simple rule of thumb estimation shall suffice.



Chapter 6. Simulation Model and Metrics 74

Table 6.2: Parameters for the standardized [NGM08] and general traffic models.
Object type µ σ minimum maximum

FTP 14.45 0.35 0 5 MBytes
HTTP main obj. 8.37 1.37 100 Bytes 2 MBytes

HTTP embedded obj. 6.17 2.36 50 Bytes 2 MBytes
General ln(1.5 · 105) ≈ 2.229 0 100 MBytes

to avoid that outliers distort the simulation. Both, the standardized web model and the general
traffic model, pose different challenges on the schedulers that could occur in realistic traffic
situations and may strongly affect the user experience.

6.1.4.3 Video Traffic Model

The video streaming model in [NGM08] represents life-streaming and defines a traffic pattern
for packets transporting individual frames. Therefore, it is not suited for the case of buffered
streaming. For this, we rely on measurements in [ARMNOLS12, FMM+11, RMPGA+14]
instead.

[ARMNOLS12] provides a very detailed model of the sending behavior of YouTube application
servers. The sending rate scales with the encoding rate Vr of the transmitted video. First, an
initial burst containing 40 s of playtime is sent out as fast as possible. Then, the server throttles
the sending rate relative to Vr. During this throttling phase, the server emits bursts of packets
with an IAT to obtain the desired rate. In [RMPGA+14] the measurement methodology from
[ARMNOLS12] is applied in mobile networks. Whereas the general behavior is similar, the
parameters are slightly different. Table 6.3 gives the parameters from [RMPGA+14], which
will be used in the model.

When the video buffer at the client-side is empty, it will not start playing. [SHW+10] details on
the buffering behavior of the YouTube client application. The authors could not exactly deter-
mine how much buffered playtime is required before a paused video starts playing. However,
in their stalling experiments, videos resumed playing with 2 s worth of playtime in the buffer.
We therefore use this value in the video model. Furthermore, for simplification, we assume
unlimited buffer space at the client.

A video object has three properties – size, encoding rate, and duration – of which two define the
third one17. We are interested in MAC layer scheduling and the interaction of traffic objects and
application classes and therefore model the decisive properties for this focus: size and encoding
rate. The video duration then follows from them.

For the video object properties, we rely on the findings in [FMM+11]. Although
[ARMNOLS12] and [RMPGA+14] also derive representative distributions of encoding rate
and duration for the video files on YouTube, we require the properties of the resulting traffic
seen in the network. For example, some videos are very popular and requested by many users or
users may not watch a video completely. This leads to differences between the video properties

17We do not focus on modeling the exact video behavior and assume a constant encoding rate for a transaction.
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Table 6.3: YouTube sending behavior [RMPGA+14] and video properties [FMM+11].
Property Value

Sending behavior
Initial burst time 34 s
Rate throttling 2 · Vr

Burst size 64 kBytes

Video properties
Size distribution Truncated log-normal
Size parameters µ = 16.4; σ = 1.2

Size limits min = 1 MByte; max = 100 MBytes
Encoding rate distribution Uniform

Encoding rate limits min = 200 kbit/s; max = 900 kbit/s

and the actual traffic. The distribution of video sizes is given in Figure 4 of [FMM+11]. This is
approximated by a log-normal distribution with the parameters in Table 6.3.

The default resolution measured in [FMM+11] is 360p for both, PCs and mobile devices, ac-
counting for around 80% of videos in both cases (itag 34 and 18, respectively). The empirical
CDF of the corresponding encoding rate roughly lies between 200 kbit/s and 900 kbit/s, which
is in agreement with [ARMNOLS12] for itag 34. For the video model, we assume a distribu-
tion of encoding rates approximating this common case. Consequently, the encoding rates are
randomly selected such that a uniform distribution between 200 kbit/s and 900 kbit/s is obtained
(see [ARMNOLS12, Figure 4a]). [RMPGA+14] reports smaller resolutions and encoding rates
(itag 17 and 36) from measurements in 3G mobile networks. However, due to the higher avail-
able bandwidth, it is more likely that the default video encoding bit rate in LTE networks is
similar to that of videos accessed by mobile devices with a WiFi connection, as in the measure-
ment of [FMM+11].

[FMM+11] does not provide information on the correlation between size and encoding rate.
Therefore, by independently choosing values from the discussed size and encoding rate dis-
tributions, we get video durations bounded between 9 s and 4200 s. While the lower bound is
reasonable and in agreement with the sources, it is not feasible to cover 4200 s in the simulation.
The duration CDF in [FMM+11] stops at 1000 s with ≈ 99% of videos being shorter. There-
fore, the duration is limited to 1000 s by choosing a new sample when the combination of size
and encoding rate leads to a longer duration. Figure 6.6 visually indicates that the video model
fits well to [FMM+11] with the lower duration quantiles being a little smaller.

The publications [FMM+11] and [RMPGA+14] observe a different transmission behavior be-
tween YouTube servers and mobile clients compared to requests originating from PC clients.
We do not model such special mobile client behavior because [RMPGA+14] states that two
out of three mobile devices exhibited a behavior very similar to a PC client. Furthermore, for
simplicity, an unlimited buffer at the client is assumed.
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Figure 6.6: Empirical CDFs of video object properties sampled from a simulation run. The
video traffic model is parameterized to fit to the measurements in [FMM+11].

6.1.5 Reference Scheduler Parameterization

A standard set of parameters is used for the reference schedulers. These parameters are sum-
marized in Table 6.4 and are taken from specifications commonly used in standardization (e. g.
3GPP and 3GPP2). The parameterization of PF-QoE is taken from the original source.

There is a slight difference in the scheduling approach between the reference and the Shortest-
First schedulers. The reference schedulers Max C/I and PF are frequency-selective, which
means that they decide for each resource unit to which transaction to allocate it. On the other
hand, the Shortest-First schedulers decide in each TTI on the preferred transaction and allocate
as many resources as required to it. When there are resources left, the scheduler selects the
next transaction. This behavior is logical for transaction-aware schedulers, because they aim to
finish the prioritized transaction as fast as possible.

6.2 Performance Metrics

With the model and scenario described in the previous section, it is possible to simulate the
transmission of application layer transactions within a cell of a mobile network. This section
introduces the relevant metrics for performance assessment. In the evaluations, not only the
average behavior of a certain metric, but also the distribution or the correlation with other pa-
rameters is of importance. This will be detailed in the discussions of the respective results.

6.2.1 Cell Throughput

A central metric in any network is the ability to transport data from one point to another. In our
studies, we investigate the downlink transmission rate of a single cell, also called cell through-
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Table 6.4: Standard parameterization of the reference schedulers.
Description Parameter Value

PF, TAOS 2 & PF-QoE Forgetting factor18 β 1/1500(≈ 0.00067)
Initial moving average18 10−15

PF-QoE [NOALS+13]
Offset fmin 1

Target buffer bt 15 s
Priority at target ft 20

Slope factor a 1
Initialization factor finit 0.25

put. Apart from the cell throughput, also the distribution of data rates to individual users is
important as it determines the QoE of these users.

The possible cell throughput not only depends on the technology and the available bandwidth
of the base station but also on the traffic and user models. Network assessments are often
conducted with a full-buffer assumption, i. e. all users transmit at the maximum possible rate.
For example, in [NGM08] most throughput metrics require this assumption. However, in a
practical situation this assumption is not common. In most cases, an application will transmit a
certain amount of data (here: one transaction) and then wait for the next user interaction. This
property creates a feedback-loop between resource allocation and the user distribution in the
cell. We therefore calibrate our system scenario in Section 7.1.1 with respect to cell throughput
in order to put throughput figures into relation with what is achievable with full-buffer traffic
and with more realistic traffic scenarios.

Naturally, cell throughput has an impact on the per-transaction metrics duration and utility. A
higher cell throughput enables shorter transaction durations and better utility. However, also
the throughput on its own is an interesting metric, because it states how much offered traffic a
cell can handle. A scheduler providing a good throughput performance is therefore less likely
to be overloaded and is able to transport more data volume than another scheduler with worse
cell throughput.

6.2.2 Transaction Duration

A very important metric for the human perception of interactive applications is how fast a
reaction to an interaction occurs. The faster the response of a network application arrives, the
better is the user experience. While we discuss the modeling of this QoE assessment in the next
section, the underlying metric is transaction duration.

We account as transaction duration t the time between the arrival at the base station and the
transmission of the last bit to the UE. As introduced in Section 6.1, only the queuing time is
observed in the simulation. This is the metric directly influenced by the scheduler and with a
major impact on user QoE.

18In literature, time constants for the exponential moving average ranging between 0.1 s [Bon04] and 1.67 s
[JPP00] (sometimes even larger) are proposed, attributing to the trade-off between system throughput and worst-
case latency. We use the model specified in [3GP04] with a time constant of 1.5 s and initialization close to zero.
A test study for the parameterization of β is presented in Appendix A.
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Followingly, a transaction could be transmitted in zero time, when it fits into the resources of
a single TTI and arrives shortly before the scheduling time. In real systems, there is an offset
to this for the total transmission time. Among others, it comprises network-latency, modulation
and coding, and propagation delay. In our scenario, with non-real time applications, an abstrac-
tion from higher layer effects and the assumption that the radio access link is the bottleneck,
this offset is usually below the human perception threshold19. Under heavy load, buffering time
represents the major part of transmission delay and can range from hundreds of milliseconds to
several minutes, depending on the size of the transaction.

In our studies, the transaction duration is relevant for interactive transactions. Transaction du-
rations are not investigated for video streaming, because the duration heavily depends on the
video properties and the server behavior in this case. Furthermore, the latency alone is not
sufficient to assess the QoE of video playback, as we discuss in the next section.

6.2.3 User Experience and Utility Functions

In this thesis, the objective is to compare different schedulers with respect to their influence on
user experience of network applications. We therefore need a model to assess this QoE quan-
titatively. Besides being influenced by subjective impressions of the users, the QoE behavior
also depends on the application. A prominent use case in the Internet is interactive web surfing.
Users like a fast response when they click on a link, whereas they get annoyed when this takes
too long ([Nie10], see Section 2.2.1). To capture such effects quantitatively, utility functions
are employed.

According to the description in Section 2.4.2, we discuss the parameterization of utility func-
tions for the cases of interactive elastic traffic and buffered video streaming. The utility is
normalized to the interval [0, 1], where 1 is the best utility (instantaneous transmission) and 0
the worst (aborted transmission).

This choice of utility functions allows it to compare the QoE performance of different sched-
ulers. The findings in this thesis do not depend on the exact choice of these parameters. Instead,
the relative difference in the behavior of the schedulers is of importance.

6.2.3.1 Interactive Elastic Traffic

The approach of utility functions for interactive elastic traffic was presented in [PKV11] and
[PKWV12], the offset was introduced in [Pro14]. Following from the discussion in Sec-
tion 2.4.2.1, S-shaped functions are used. To obtain such a shape, we choose the logistic func-
tion

U ′(τ) =
1

1 + es(τ−τinfl)
(6.6)

where τ is the transmission duration of the transaction, τinfl is the inflection point, and s scales
the steepness of the curve.

19In some cases, network-latency is significant (e. g. for long distance links: RTT between UK and NZ≈300 ms
[Ver]). However, for most popular web-sites, content delivery networks choose servers near the receiver, which
eliminates this problem.
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The inflection point is modeled in relation to the user expectation. It is assumed that a user
expects a certain data rate rexp for the service to be satisfactory. Together with the size of the
transaction F , this bandwidth translates to an expected duration. There is a lower bound τexp,min

corresponding to the human perception (as discussed in Section 2.2.1) so that we get

τexp = max

(
F

rexp
, τexp,min

)
. (6.7)

The expected bandwidth itself depends on the application. For example, users accept longer
durations for background tasks than for interactive ones. Depending on the application class,
we scale the inflection point with factor sτ :

τinfl = sτ · τexp (6.8)

A further degree of freedom is the steepness of U ′(τ) parameterized by s. This is defined
by choosing a value u′exp at the expected duration. Evaluating Equation (6.6) at τexp, inserting
Equation (6.8) and solving for s yields

s =
1

τexp(1− sτ )
· ln
(

1

u′exp
− 1

)
. (6.9)

Because the utility only slightly increases when the transaction finishes earlier than expected,
u′exp is chosen close to one.

It is assumed that users abort their transmissions when they take too long. Therefore, a threshold
τdrop is defined, which scales with the expected duration and has the minimum τdrop,min. This
results in

τdrop = max(3sτ · τexp, τdrop,min). (6.10)

The scaling by 3sτ means that U ′(τ) has practically dropped to zero. A completed transaction
is accounted for with a minimum utility umin, whereas a dropped transaction has a utility of 0.
Adding this utility offset and normalizing to the interval [0, 1], we get the utility U(τ) for a
transaction with transmission duration τ as follows:

U(τ) =

{
umin +

1−umin
U ′(0)

· U ′(τ) for τ < τdrop

0 for τ ≥ τdrop
(6.11)

Figure 6.7 illustrates the utility function and shows the defining parameters. Table 6.5 gives the
parameters for the HTTP and FTP traffic classes. We parameterize sτ according to the MOS
for different waiting durations in [NUN10]. The authors studied the satisfaction of users when
they have to wait for different applications. We approximately map MOS 4 of satisfied users to
U ′(τexp) and MOS 2 of dissatisfied users toU ′(τinfl) and then determine the relation between both
durations (τexp and τinfl). Using the application classes “Web Site” for HTTP and “Download”
for FTP, we get the values in Table 6.5. The minimum expected and dropping durations comply
with the thresholds in [Nie10]. The parameters rexp, u′exp and umin are reasonable estimations
from everyday usage experience.
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Figure 6.7: Parameters of the s-shaped utility function.

Table 6.5: Parameterization of the utility functions.
Parameter Symbol HTTP FTP
Expected data rate rexp 3 Mbit/s 1.5 Mbit/s
U ′(τ) with expected bandwidth u′exp 0.95
Turning point factor sτ 5.13 5.75
Minimum expected duration τexp,min 0.1 s
Minimum drop duration τdrop,min 10 s
Minimum utility of finished transaction umin 0.1

6.2.3.2 Buffered Video Streaming

Similarly to interactive traffic, a MOS model from literature is used to define the utility functions
for buffered video streaming. In [CSH13], the authors extract the findings from several field
studies of perceived video QoE to define a general MOS model for YouTube streaming traffic.
The resulting model is illustrated in Figure 6.8, which is taken from [CSH13, Fig. 5]. The
parameter λ is the fraction of accumulated stalling time in relation to the total time. This makes
the model suitable for video transactions of different durations. Depending on λ, different
parameters are chosen for the exponential functions in Figure 6.8. The selected exponential
function gives the MOS depending on the number of stalling events. When there are more than
6 stalling events, a video always has the worst MOS [CSH13].

The MOS is mapped to utility values as follows. MOS = 5 is the best possible score and
therefore translates to a utility of one. At the other end of the scale, the minimum possible MOS
(MOSmin) is mapped to umin. With this, we get:

Uvideo = umin + (MOS−MOSmin) ·
1− umin

5−MOSmin
(6.12)

In addition to [CSH13], a maximum stalling duration of a single stalling event τstall, max = 15 s20

is defined, after which a user aborts the video and the utility is zero. Furthermore, an initial
20We choose τstall,max > τdrop,min to reflect the usually longer duration of videos compared to interactive trans-

actions.
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Figure 6.8: QoE of video transactions; MOS model from [CSH13].

expected buffering duration of less than τbuf,exp = 3 s before the video starts playing is not at-
tributed to the total stalling duration. Again, these values represent an estimation from everyday
usage experience.
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7 Performance Evaluation

In this chapter, the benefits of the proposed algorithms will be evaluated by simulation with
respect to the model and metrics discussed in Chapter 6. We first study the general system
performance in Section 7.1 for a calibration of the model and the metrics in use. This study
extensively investigates the relation between the behavior of the original schedulers and the
observed outcome. Also, we look at the influence of boundary conditions like user mobil-
ity and traffic scenario. Then, in Section 7.2, the enhanced Shortest-First scheduler SF with
length exponent is considered. We discuss the impact of the new parameter and which control
opportunity it provides as well as the boundary conditions which influence the preferred param-
eterization. Section 7.3 focuses on video streaming. It shows how the proposed buffer-aware SF
scheduler improves video QoE while still maintaining a good experience for other traffic classes
compared to the reference schedulers. The influence of the additional parameters to integrate
video streaming is evaluated as well as the control opportunities these parameters provide for
network operators. Section 7.4 then discusses, how an optimized configuration can lead to the
overall desired behavior and concludes this chapter.

7.1 Evaluation of the General System Behavior

Before studying the influence of the proposed algorithms, we first evaluate the general system
behavior of the reference and Shortest-First schedulers from literature. Because the network
performance strongly depends on the boundary conditions like channel, traffic and user models,
this is done to put the metrics into relation. This allows us to discuss more general findings in
the following.

In this section, we first look at cell capacity, i. e. how much cell throughput the different sched-
ulers achieve. Then, we investigate the mobility influence, user experience and transaction
durations for interactive traffic, and finally the sensitivity to the traffic model by changing the
object size distribution.

7.1.1 Determining the Cell Capacity

In contrast to fixed line links, the rate of the wireless link between UE and eNB varies over time.
Consequently, the capacity of a cell not only fluctuates, but it also depends on the scheduler
assigning resources and on the variable traffic. In the following, the capacity behavior of the

83
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simulation model is investigated and the dependence on the mentioned influencing factors is
shown.

Here, we use the base-line scenario applying the standardized web model with 80% FTP and
20% HTTP traffic volume. Due to the different object size distributions, this translates to a
relation in the number of transactions of 10% FTP and 90% HTTP transactions. Such a large
disparity is also found in measurements. For example, in the measurements of [HQG+13] the
mismatch between the majority of flows and their fraction of the traffic volume is even larger.
We will investigate the influence of the traffic model in Section 7.1.4.

The maximum theoretical capacity of the cell is

50 resource units · 1495 bits
1ms

= 74.75Mbit/s. (7.1)

This means that all resources transport the maximum number of bits, i. e. the SINR for the
respective resource is ≥25 dB. In practice, this situation occurs rarely, because the channel is
usually worse and UEs with a good channel often do not require all resources to complete their
transmissions. However, the scheduler can achieve a certain SINR gain by giving resources
preferably to UEs with a relatively good channel compared to the others or compared to their
own history. This is called opportunistic scheduling (see Section 3.4). Furthermore, a UE can be
served preferentially on those sub-carriers with relatively good SINR (called frequency-selective
scheduling).

Figure 7.1 shows the cell throughput depending on the offered traffic rate for the schedulers

- Round Robin (RR)

- Max C/I (MaxCI)

- Proportional Fair (PF)

- Shortest First (SF, original version)

- Shortest Remaining First (SRF, original version)

- Traffic Aided Opportunistic Scheduler 2 (TAOS2).

Furthermore, it illustrates the maximum cell capacity and the horizontal dashed lines show the
full-buffer throughput of the different schedulers. There is no full-buffer performance for the
Shortest-First schedulers, because they do not work reasonably without object size definitions.

We can observe in Figure 7.1 that Max C/I almost reaches the upper bound of cell capacity for
full-buffer traffic. This is because we have 50 receiver antennas and it is very likely that one
of them has an SINR around 25 dB. However, with realistic traffic, Max C/I throughput is very
far from this bound. In this case, UEs with good channel conditions finish their transactions
fast and therefore require relatively few resources. Consequently, the remaining resources go to
UEs with lower SINR. We verify this behavior below, when discussing the SINR distribution.
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Figure 7.1: Cell throughput depending on the offered traffic rate for different schedulers.

The difference between the bisecting line and the cell throughput in Figure 7.1 corresponds to
the rate of dropped traffic Rdrop according to Equation (6.3)1. For low load, all transactions get
finished and the cell throughput is identical to the offered traffic. As soon as the offered traffic
exceeds the sustainable cell capacity of a certain scheduler, the throughput deviates from the bi-
secting line and eventually saturates. Theoretically, for unlimited offered traffic, cell throughput
under Max C/I would reach the full-buffer bound.

The throughput of RR represents scheduling without channel awareness. With realistic traffic,
throughput is worse than with a full-buffer assumption due to the different modeling approach.
When modeling full-buffer traffic, each UE has a single transaction transmitting an unlimited
amount of data. For realistic traffic, transactions accumulate in UEs with bad channel, as ex-
plained below. RR therefore saturates at Rfin ≈ 17Mbit/s.

PF is the only reference scheduler achieving nearly the full-buffer performance at reasonable
load levels (see Figure 7.1). The accumulation effect of transactions in UEs with bad channel
exists but is less pronounced than for RR. This is due to the channel-awareness and fairness
properties. In average, PF assigns the same amount of resources in a certain time interval to all
transactions2. However, it prefers UEs with a relatively good instantaneous channel state and
thus exploits temporal fluctuations and multi-user diversity.

Finally, the size-based schedulers SF, SRF and TAOS 2 exhibit a smaller opportunistic gain
compared to Max C/I and PF, but are much better than RR in this respect. An interesting
behavior is the slight decline in cell throughput at higher offered traffic. The higher the traffic
level, the more active transactions exist from which the scheduler can select. Thus, the degree
of channel awareness decreases when there are many tiny objects, where scaling the cost with
the CQI has not much influence.

1It is not identical to Rdrop, because transactions may get dropped after some data has been transmitted.
2This time interval is determined by the time constant of the moving average depending on the forgetting factor

β, see Table 6.4.
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Figure 7.2: SINR distribution of the resources allocated by different schedulers. Dashed lines
show full-buffer behavior, straight lines represent an offered traffic of Rarr = 40Mbit/s.

Figure 7.2 shows the SINR distribution of the transmitted resources for the reference schedulers.
The dashed lines refer to the full-buffer case, where all UEs wish to transmit all the time,
whereas the straight lines correspond to an offered traffic rate of Rarr = 40Mbit/s. In our
studies, we will use this load level of Rarr = 40Mbit/s as reference operation point. At this
level, the cell is slightly overloaded for all schedulers, but still a good user experience can be
reached. For our evaluation, load levels below the cell capacity are less interesting, because
all requirements could be simply reached by service differentiation. Therefore, the scheduling
algorithm would have less impact on the system performance. On the other side, higher load
is less relevant, because the performance is bad for all schedulers and network operators would
likely avoid this situation by building up their infrastructure.

For the full-buffer case shown in Figure 7.2, Max C/I allocates ≈ 85% of resources to channels
with SINR > 25 dB and most of the remaining resources to channels with SINR > 20 dB. With
realistic traffic, the offered traffic rate is distributed evenly among all UEs. Therefore, the UEs
with good channel conditions are served quickly and those with relatively bad SINR accumulate
in the stationary state, because their transactions require longer to finish than for the others.
Consequently, Max C/I allocates many resources at lower SINR and the CDF moves to the left.
The SINR distribution of RR represents scheduling without channel awareness. This means
that the resulting SINR distribution for the full-buffer case corresponds to the geometry of
the cellular layout including fast fading. Comparing Figure 6.2 and Figure 7.2 shows that the
lower quantiles have significantly lower SINR due to fast fading. PF, as shown in Figure 7.2,
achieves a superior SINR compared to RR over the whole range. This confirms the exploitation
of temporal channel fluctuations and multi-user diversity. At the observed traffic load of Rarr =
40Mbit/s, it even performs better than Max C/I for the top 40% of resources, because Max C/I
does not consider temporal channel fluctuations of the UEs.

As stated initially, Figure 7.1 and Figure 7.2 confirm that the capacity of a cellular network not
only depends on the wireless technology and the available spectrum, but also to a large extent
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on resource allocation and traffic properties. In this thesis, we therefore are not interested in the
absolute figures of cell throughput, but rather on the relative performance differences between
the evaluated schedulers. To this end, Max C/I reaches the maximum opportunistic gain without
exploiting temporal channel fluctuations. PF is state of the art in many cellular systems with
respect to fairness and a reasonable opportunistic capacity gain. In the further studies, RR will
not be considered. It only served as a base-line for capacity without any optimizations.

7.1.2 Influence of the Mobility Model

An important property in all studies is the temporal evolution of the users’ channels. It interacts
with the arrival process through the volume of buffered transmission requests for a certain UE.
A UE with bad channel conditions may accumulate waiting transactions, because the arrival rate
exceeds the channel capacity. However, when the user moves to a place with more favorable
channel quality, this backlog can be transmitted. Both, the mobility and traffic processes thereby
together determine the channel quality distribution seen by the scheduler.

The SINR fluctuations in time and frequency depend on the speed of the users. For path-loss and
shadowing, the movement of the user causes a change of the attenuation. The speed together
with the direction of movement relative to the serving base station3 and the gradient of the
shadowing at the position of the user define how fast this change is. Furthermore, the speed
defines the Doppler shift fD relevant for fast fading. The larger the speed and correspondingly
the Doppler shift gets, the faster are the signal fluctuations from fast fading.

In Figure 7.3, the scheduler throughput at different speeds is compared. Here, we still use the
assumption of an ideal CSI. As discussed in Section 6.1.3.2, this leads to optimistic results for
larger speeds (especially at 30 km/h), because the channel changes so fast that it is difficult for
the transmitter to adapt to the current channel conditions with outdated CSI.

As a general trend, Figure 7.3 shows that cell throughput increases with higher speed for all
schedulers. This is especially visible for Max C/I, for which the capacity does not saturate for
the evaluated load at 30 km/h. The reason for this is the increased diversity in the channel
conditions that can be exploited by opportunistic schedulers. However, as discussed, the results
for 30 km/h are very optimistic, because they only reflect the increased diversity and not the
impact of outdated CSI.

In comparison to Max C/I, the maximum cell capacity of PF only slightly grows with an increas-
ing mobility of the users. This is due to the fairness constraint, which limits the exploitation of
multi-user diversity. In a TTI, PF gives a PRB to a user having a favorable channel relative to
its average on this resource. Therefore, it will always allocate some resources with sub-optimal
SINR. At higher speeds, this cell throughput boundary is already reached at less offered traffic.

In a similar fashion as Max C/I, the Shortest-First schedulers SF and SRF profit from increased
channel diversity. This is intuitive, because, identically to Max C/I, the cost of a transaction

3For example the user being on a tangential or a radial trajectory to the base station.
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Figure 7.3: Cell throughput depending on the speed of the users.

scales with CSI and is not put into relation with the time average of the channel. TAOS 2 per-
formance is relatively insensitive to changes in the mobility model. In the ranking process, it
puts object sizes in relation to the average channel quality and therefore is not able to fully
exploit fluctuations faster than the time parameter in the moving average. Only the compensa-
tion term in Equation (3.9) considers the instantaneous CSI and has a limited influence. The
throughput decline of all size-based schedulers at high loads (discussed in Section 7.1.1) is more
pronounced at higher speeds. Especially at 30 km/h, it is clearly visible.

After having investigated the effects from varying the mobility parameters, we stick to our base-
line configuration with a user speed of 3 km/h. From the observation it can be stated that the
relative differences in throughput performance between the schedulers remain comparable, with
a penalty for SF and SRF in a stationary situation and a penalty for PF and TAOS 2 at higher
speeds.
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Figure 7.4: Average transaction utility depending on the offered traffic.

7.1.3 User Experience with Interactive Web Traffic

In this thesis, the main objective is to improve the user experience. We now investigate the basic
behavior of the reference schedulers and the original Shortest-First schedulers. Therefore, we
will again use the traffic scenario containing 80% FTP and 20% HTTP traffic volume, corre-
sponding to ≈ 10% and 90% of transactions, respectively. As utility is normalized, this means
that the average utility is mostly defined by HTTP performance. We use the parameterization
of utility functions from Section 6.2.3 to assess the user experience. This means that there is
foreground traffic with interactive requirements and small object sizes and background traffic
with relaxed latency requirements and comparably large object sizes.

Figure 7.4 shows the average utility performance for the considered schedulers depending on
the offered traffic Rarr. At low loads, the cell capacity exceeds the offered traffic for all sched-
ulers. In this situation, an incoming transaction often is the only transmission and gets served
immediately. Thus, the scheduler has very limited influence. With increasing offered traffic, the
average utility of the size-oblivious schedulers Max C/I and PF drops sharply. Despite its high
cell throughput, the average utility under Max C/I quickly deteriorates with increasing load. As
Max C/I does not consider transactions or users, many transactions having sub-optimal channel
conditions are starved in the presence of others with favorable conditions. PF offers a very
good utility up to Rarr = 20Mbit/s, but also performs badly at higher loads due to its fairness
constraint. When there are more transactions than can be served, the scheduling weight of a
transaction becomes smaller as soon as it gets resources. This leads to an interleaved service
between active transactions and results in long durations and, consequently, in a bad utility for
all of them. Figure 7.1 shows that at Rarr = 30Mbit/s we only have a very slight overload situa-
tion, where almost all the offered traffic gets served. Still, the average utility drops to U ≈ 0.77
because all transactions have to wait longer4.

4This behavior is also known from the original processor sharing, where the mean response time of jobs is
infinite in constant overload conditions [BHB01] (we avoid infinite durations by dropping late transactions).
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Figure 7.5: Distribution of transaction durations at Rarr = 40Mbit/s.

In contrast, the Shortest-First schedulers SF, SRF and TAOS 2 offer a good utility over the whole
range. We can also observe the property of graceful service degradation in Figure 7.4. This
means that only some transactions suffer from overload instead of all transactions. With the
SRPT principle, short transactions do not notice the existence of larger ones as they are always
prioritized to them. Especially in the currently observed traffic scenario, but also for more
general heavy-tailed object size distributions, where a significant fraction of traffic volume is
concentrated in few large transactions, this explains the excellent utility performance. Most
transactions are very small and make up a small sum traffic rate compared to the cell capacity.
These transactions finish fast no matter what the total offered rate is.

Comparing between SF and TAOS 2 shows the superiority of the former. As stated in [HZS04],
TAOS 2 was optimized for the transient setting without new traffic arrivals. However, in the
scenario here SF exhibits a more robust behavior, because it is less likely that it has to revise
its decision and serve a different transaction than the one currently served. Interestingly, SF
delivers practically the same utility as SRF, although it has a significantly better throughput
(see Figure 7.1).

To get more insight into the utility behavior, we now look into the distribution of transaction
durations. As stated before, we only consider the waiting time in the buffer of the base station.
Figure 7.5 shows the duration CDF at Rarr = 40Mbit/s over a logarithmic x-scale. The figure
contains the durations of finished and dropped transactions. This explains the step in the curves
of Max C/I and PF at t = 10 s, which corresponds to the minimum dropping duration of short
transactions.

Except for Max C/I, the curves start at 15%. These are the transactions finishing within one
TTI after they arrive at the base station. The Shortest-First schedulers serve transactions which
are able to finish within one TTI immediately (unless there are more of them than would fit
into the bandwidth). Also PF implicitly exhibits this behavior, because the moving average of
the throughput is initialized close to zero for a new transaction. This gives a "jump start" to



Chapter 7. Performance Evaluation 91

the respective transaction, which is then able to finish immediately if the instantaneous channel
capacity is sufficient.

Figure 7.5 clearly explains the superior utility of the Shortest-First schedulers. They offer
smaller transmission durations to almost all transactions. For example, around the 70%-ile the
difference to the reference schedulers is around two orders of magnitude. Only the top 5%
of the longest lasting transactions are better off when using Max C/I. In this region we find
the longest (mostly FTP) transactions which profit from Max C/I’s superior cell throughput.
However, this comes at the cost of much longer durations for all the shorter transactions5, which
is especially bad as this includes mainly the interactive services with strict latency requirements.
Also the utility behavior of PF at Rarr = 40Mbit/s is backed by Figure 7.5. Above the shortest
40% of transactions6, PF requires much longer transmission times, comparable to Max C/I
below the 10 s threshold. Above 10 s, i. e. mainly for the FTP transactions, PF has the longest
transmission durations. Among the Shortest-First schedulers, TAOS 2, as previously observed,
has the longest transaction durations whereas the difference between SF and SRF is merely
visible.

To inspect the influence of the duration distribution on utility, Figure 7.6 shows the CDF of
utilities at Rarr = 40Mbit/s. The step at utility U = 0 represents the dropped transactions and
the step at U = 0.1 corresponds to the minimum utility umin for a finished transaction. All
Shortest-First schedulers exhibit a similar utility behavior. A small number of transactions get
dropped (≈ 5%), while practically all others receive a utility of one. Max C/I and PF only offer
this optimal utility to roughly 50% of transactions. Furthermore, for both schedulers, around
10% of transactions have utilities between the extreme values. With Max C/I, around 15% of
transactions get umin, whereas the remaining 25% get dropped. Under PF, these values are
approximately 25% and 15%, respectively. To explain the reason for this utility distribution, we
now look at the scheduling behavior with respect to different object sizes.

In Figure 7.7, we can see a histogram of transactions ordered by their sizes on a logarithmic
x-scale. The bins are chosen such that they have an equal width on this logarithmic scale. The
transaction numbers are normalized to a sum of 1. The gray bars in the background comprise all
simulated transactions, whereas the curves for the individual schedulers represent the number
of finished transactions. The shape of the histogram nicely illustrates the traffic composition
in the current traffic scenario. Namely, the log-normal distributions of the HTTP transactions
– the larger bell curve on the left – and the FTP transactions – the smaller one on the right –
are clearly visible. Please note that 80% of the traffic volume is represented in the smaller FTP
peak.

Figure 7.7 therefore allows to observe which transactions get dropped by the different sched-
ulers. As observed before, Max C/I has a poor performance for small transactions. The number
of finished transactions of small size is considerably less than for the other schedulers (this also
explains the large step in the duration CDF in Figure 7.5). Many of them require longer than the
user acceptance threshold and consequently get dropped. On the other side, Max C/I finishes
most large transactions due to its good cell capacity.

5The CDF is not ordered according to transaction sizes, but, in average, longer transactions last longer. This is
especially true for the higher quantiles where positive and negative channel fluctuations cancel each other out.

6The transactions profiting from the initialization bias, also see Appendix A.
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Figure 7.6: Distribution of transaction utilities at Rarr = 40Mbit/s.
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Figure 7.7: Histogram of finished transactions depending on their size (Rarr = 40Mbit/s).

Up to a size of about 50 kBytes, all schedulers but Max C/I transmit all arriving transactions
within their maximum latency requirement. For medium transaction sizes, PF performs sig-
nificantly worse than the Shortest-First schedulers, which all finish almost the same number of
transactions. TAOS 2 is slightly worse than the other two for the 5 largest bins and PF catches
up for the 4 largest bins.

Having in mind the cell capacity of the different schedulers (Figure 7.1), it seems exceptional
that the Shortest-First schedulers finish more transactions than the reference schedulers, al-
though they achieve less throughput. This can be resolved by two explanations. First, the
Shortest-First schedulers penalize the large transactions, which make up a large part of the traf-
fic volume. Second, the transactions receiving service under the size-based schedulers are very



Chapter 7. Performance Evaluation 93

0 10 20 30 40 50 60
Offered traffic [Mbit/s]

0

10

20

30

40

50

Th
ro

ug
hp

ut
 [M

bi
t/s

]

MaxCI
PF
SF
SRF
TAOS2

(a) Throughput.

0 10 20 30 40 50 60
Offered traffic [Mbit/s]

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Av
er

ag
e 

ut
ilit

y 
pe

r t
ra

ns
ac

tio
n

MaxCI
PF
SF
SRF
TAOS2
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Figure 7.8: Scheduler performance with a general log-normal object size distribution. Dashed
lines show the performance with the standardized traffic model.

likely to get finished, whereas the transaction-oblivious reference schedulers allocate many re-
sources to transactions which get dropped later on. This reduces the resource efficiency with
respect to utility improvement. Especially PF, which is resource-fair in average, equally dis-
tributes the resources among all active transactions, of which many are aborted by their users
subsequently.

7.1.4 Sensitivity to the Object Size Distribution

Because the traffic properties have a major influence on scheduling behavior and user experi-
ence, we now study the system with a different traffic model. We use the general traffic model
from Section 6.1.4.2, which employs a single log-normal object size distribution. The trans-
actions are generally larger than for the HTTP/FTP traffic mix and have a peak at 150 kBytes.
Again, we investigate cell throughput and average transaction utility. Figure 7.8 shows the re-
sults. The lighter dashed lines represent the previous results with the standardized traffic model.

Comparing the cell throughput between both traffic models in Figure 7.8(a), we can observe
that for Max C/I and PF throughput is larger with the general traffic model, while it is lower for
the Shortest-First schedulers. This observation is backed by the SINR distribution (not drawn
here), which shifts accordingly for the different schedulers. For PF, this can be explained
with a better functioning of the moving average for larger traffic objects (less distortion by
newly arriving small transactions). Max C/I profits from less burstiness caused by the larger
transactions7, which makes it more likely that a UE with a good channel has something to
transmit. On the other hand, the larger variation in transaction sizes increases their weight on the

7Especially the maximum object size of 100 MBytes compared to 5 MBytes for the standardized traffic model
brings the general traffic model closer to the behavior of the full-buffer model.
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Figure 7.9: Histogram of finished transactions depending on their size for the general traffic
model (Rarr = 40Mbit/s).

scheduling decision for Shortest-First schedulers. Consequently, the Shortest-First schedulers
are less opportunistic and have lower throughput.

The average utility performance of the Shortest-First schedulers is very similar for both traf-
fic models. Only TAOS 2 shows a slight deterioration at high load with the general traffic
model. Also Max C/I and PF perform worse in this case. Especially PF has a drawback for
Rarr > 30Mbit/s. This is because the fraction of dropped transactions increases and the fraction
of instantaneously transmitted transactions decreases. For example, at Rarr = 40Mbit/s, the
fraction of dropped transactions raises from 15% to 26% and the fraction of instantaneously
transmitted transactions drops from 15% to 5%.

Figure 7.9 again shows the completion of transactions over the size histogram. Compared to
Figure 7.7, we now only have one Gaussian shaped peak originating from the single log-normal
distribution. With respect to their treatment of transactions of different sizes, the schedulers be-
have as expected. The relative performance differences between the schedulers are comparable
for the two traffic scenarios.

We can conclude that the general scheduling behavior, regarding the treatment of transactions
of different sizes, is not affected by the traffic model. However, some differences exist. While
the throughput gap between the Shortest-First and the reference schedulers increases, the latter
are not able to translate this into a better utility in comparison to the Shortest-First schedulers.
At high load the opposite is true with the reference schedulers achieving a worse average utility
than in the standardized traffic model. The ordering between the schedulers with respect to
the measured performance metrics remains unaffected besides the average utility of PF being
worse than that of Max C/I at high load.

By evaluating two very different scenarios, one with a traffic mix of very small foreground and
relatively larger background transactions and the other with object sizes ranging between less
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Figure 7.10: Trade-off between throughput and utility for different offered traffic levels with
γ ∈ {0, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.8, 1}.

than one kByte and 100 MBytes, it is demonstrated that the findings are valid for diverse traffic
situations that can occur in the access network.

7.2 Evaluation of the Length Exponent

The main drawback of schedulers following the SRPT principle is their limited throughput
performance. Although cell throughput is not crucial for small transactions which make up
the largest fraction of transactions, it has a strong impact on larger transactions. Therefore, a
reduced cell throughput, as with SF and SRF, is unfair towards large transactions which will
exhibit a poor user experience (also see Chapter 4).

The length exponent controls how opportunistic the scheduler behaves with respect to the chan-
nel quality. It thus offers the possibility to tune the operating point with respect to trading cell
throughput for average user experience. We study this impact in the following sections. SRF
performance is always slightly worse than that of SF, but behaves almost identically apart from
that. SRF will therefore be omitted in the following studies.

7.2.1 Trade-Off between Cell Throughput and User Experience

Figure 7.10 shows the impact of different length exponents γ on cell throughput and average
utility for SF at different traffic levels. Furthermore, it presents the results of Max C/I for
comparison.

As expected, γ = 1 offers the worst cell throughput. The significance of channel variations
for the scheduling decision is minimal with this setting. By reducing the length exponent, a
large throughput improvement is possible. It is noteworthy that even for small values of γ,
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Figure 7.11: CDF of the possible rates of dropped transactions at Rarr = 40Mbit/s.

SF does not reach the throughput of Max C/I. This is due to the different manner of resource
allocation. The Shortest-First schedulers schedule transactions, whereas Max C/I schedules at
the granularity of resource units (see Section 6.1.5). Consequently, Max C/I is able to exploit
multi-user diversity better by being frequency-selective.

For γ → 0, SF throughput slightly degrades again after the maximum at γ ≈ 0.1. This behavior
seems unintuitive, because one would think that always scheduling the transaction with maxi-
mum CQI maximizes cell throughput. However, it can be explained by the interrelation between
resource allocation and user population in this scenario. Even a length exponent slightly larger
than zero leads to a preference of small transactions. This means that among the transactions
with optimal channel conditions, the scheduler chooses the smaller ones. With γ = 0, this pref-
erence does not emerge anymore. However, shorter transactions get dropped earlier (according
to Equation (6.7) and Equation (6.10)). This means that for γ → 0 more transactions with good
channel conditions get dropped compared to a configuration with γ > 0. Consequently, the
scheduler can only allocate resources to the remaining transactions with slightly worse chan-
nel conditions. Figure 7.11 backs this explanation. It shows the CDF of the possible rates of
dropped transactions8, i. e. at which rate a transaction could have been served, if it had received
all available resources at Rarr = 40Mbit/s. Clearly, for γ = 0, the dropped transactions could
have been transmitted at a higher rate than for the other configurations.

With regard to utility, increasing γ improves the performance. The original SF scheduler (i. e.
γ = 1) offers the best average transaction utility at all traffic levels. This setting puts most
emphasis on object sizes and therefore minimizes transaction durations. Especially the small
transactions, which make up the largest fraction, profit from this.

8Please note that, although the CDFs contain a different number of samples because the number of dropped
transactions depends on γ, they are comparable with respect to the influence on the distribution of channel quali-
ties. As the offered traffic rate is identical and cell throughput is similar for all configurations, the traffic volume
contained in dropped transactions is also similar according to Equation (6.3).
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Figure 7.12: Utility histogram over transaction size depending on the choice of the length
exponent; compared against the reference schedulers (Rarr = 40Mbit/s).

Figure 7.10 illustrates the opportunity the length exponent offers to an operator. Setting γ < 0.3
is not reasonable in this scenario, as it brings a very limited throughput gain at large utility
reductions. On the other hand, utility saturates at γ ≈ 0.6. For larger values of γ, utility only
slightly increases while cell throughput decreases considerably. For a desired relation between
cell throughput and user experience, the optimal value of γ can be determined. As an example,
the slope of the dashed grey lines in Figure 7.10 represents a relation of 10 Mbit/s : 0.1 utility.
For this relation, γ ∈ [0.5, 0.6] is optimal for the considered traffic.

We now investigate the aspect of utility with respect to the transaction sizes in Figure 7.12.
Taking the bins from Figure 7.7, Figure 7.12 shows the average utility of transactions within
the respective bin. Again, the offered traffic is Rarr = 40Mbit/s, which means that the cell is
in overload. Consequently, no scheduling algorithm is able to satisfy all demands. The original
SF clearly penalizes the largest transactions, but ideally serves the small ones (up to a size of
approximately 200 kBytes).

In contrast, Max C/I offers a reduced utility to transactions of all sizes, but it has the best per-
formance for the largest transactions. Under PF, very short transactions, up to a size of about
5 kBytes, profit from the initialization bias of the moving average9. Above that size, utility
quickly degrades with transaction size, which reflects the long transmission durations. The
effect of relaxed latency requirements for FTP transactions is visible in the slight utility im-
provement at a size of 1 MByte.

Decreasing the length exponent γ improves the utility of large transactions at the cost of the
medium sized ones and therefore approaches Max C/I behavior step by step. This also explains
why the average transaction utility decreases for larger values of γ, as most transactions are
located in the smaller size bins.

9See Chapter A for a discussion of this.
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Figure 7.13: Trade-off between throughput and utility with the general traffic model and γ ∈
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Figure 7.12 nicely illustrates how large transactions are "starved" in favor of smaller ones,
sometimes called "unfairness" (addressed in [BHB01]). The proposed length exponent directly
controls this behavior and allows to tune the prioritization (or penalty) of large transactions.
Notably, even with the original SF (i. e. γ = 1), the average utility in bins of all sizes is equal
or better than for PF. The overall utility performance of Max C/I, which is best for large trans-
actions, is poor for all other sizes, which represent the majority of traffic and users.

7.2.2 Traffic Model Influence on the Choice of the Length Exponent

To evaluate the influence of the traffic model on the choice of the length exponent, we now
revisit the trade-off between cell throughput and average utility for the general traffic model
in Figure 7.13. While the general shape is similar to Figure 7.10, the curves have moved sig-
nificantly. This was expected due to the deviating throughput performance observed in Fig-
ure 7.8(a). As a consequence, also the optimal choice of γ changes.

Again, each of the dashed grey lines has a slope equal to the relation of 10 Mbit/s : 0.1 utility.
By trend, the favorable values of γ are a little smaller than in the standardized traffic scenario.
We can read γ ≈ 0.4 for Rarr ∈ {40, 60}Mbit/s and γ ≈ 0.5 for Rarr = 30Mbit/s from
Figure 7.13. This reflects the circumstance that for the generally larger transactions cell capacity
is more important to achieve a good utility than with the standardized traffic model.

The decline in throughput for γ → 0 is more pronounced than in Figure 7.10, which supports the
finding that it is caused by an interaction between resource allocation and the channel quality
distribution linked through the traffic model. The gap between the CDFs of possible rates
(analogous to Figure 7.11, not drawn here) gets larger compared to the standard traffic scenario.
Furthermore, in this scenario a throughput-optimal setting of γ leads to almost the same cell
throughput of SF and Max C/I.
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7.3 Scheduling including Video Streaming Traffic

In the previous sections, we evaluated traffic scenarios with interactive traffic only. Now, video
streaming is included into the traffic mix and video QoE and the impact of video transactions
on the interactive traffic will be investigated. As discussed in Section 2.3 and Section 6.1.4.3,
the video transactions represent a buffered streaming service. Real-time streaming will not be
considered. Buffered video streaming offers a limited degree of traffic elasticity. Although the
data transmission of the video server is throttled, there is the data volume from the initial burst
and the rate overhead, which can be scheduled flexibly in time; to a certain degree without
affecting user experience. With respect to latency requirements, it is important to avoid buffer
underruns which lead to an interruption of video playback and degrade the user’s experience.

The advantages of a single cost/weight metric for the scheduling decision were discussed in
Chapter 5. In this section, we evaluate the performance of Max C/I, PF, PF-QoE for reference
and SF with and without buffer knowledge and the proposed parameters. We start these studies
by comparing the application individual utilities for the reference schedulers and an unopti-
mized version of SF. Then, we investigate the configuration of IAC, the prioritization of video
with the cost offset cmin, and the influence of the length exponent γ on the combined traffic mix.
Finally, we revisit the comparison of the utility behavior between the reference schedulers and
a fine-tuned configuration of SF.

7.3.1 General Utility Behavior with Video Streaming

As traffic mix, the standardized traffic model is used as a base-line with half of the volume
of FTP traffic being replaced by video streaming. This results in 20% HTTP, 40% FTP and
40% video volume, respectively. The fraction of video lies between that of the Cisco forecast
([Cis14], Figure 2.1) and that of the "Real-time Entertainment" class from the Sandvine report
([San14], Figure 2.2). Thus, it represents a reasonable configuration for performance evaluation.

Figure 7.14 shows the utility behavior under the different schedulers depending on the offered
traffic load. The sub-figures show the average utility of total traffic and separated by application
class; HTTP, FTP, and video streaming, respectively. Compared to Figure 7.4, the total traffic
utility in the top left figure is different for the reference schedulers, because of the changed
traffic scenario. The relative utility advantage of PF over Max C/I is larger in this scenario.
Apart from that, the utility level of SF is superior to the reference schedulers like in the previous
studies.

We start discussing the application individual performance with PF-QoE. PF-QoE gives priority
to video transactions which are in danger of a buffer underrun. As discussed in [NOALS+13],
we also observe a significant improvement of video QoE that this scheduler achieves compared
to the original PF. However, PF-QoE accomplishes this at the cost of a severe degradation in
utility for both other traffic classes. Already at a slight overload ofRarr = 30Mbit/s, PF-QoE of-
fers the worst average utility for HTTP and FTP transactions. Nevertheless, video QoE quickly
degrades with increasing load. This can be explained as follows. As soon as multiple videos
are running low on buffered data, the relative prioritization advantage between the respective
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Figure 7.14: Application utilities for a traffic mix containing video streaming for the reference
schedulers and non-optimized SF.

transactions is equalized. Therefore, resources are distributed among these transactions, which
leads to PF-QoE not being able to prevent stalling events anymore at high load.

The reference schedulers Max C/I and PF do not treat video streaming transactions in a special
way. This means that all transactions compete equally for radio resources. Max C/I offers a
better QoE to video transactions, because it has a higher cell throughput and interleaves less
between transactions than PF. Below, this behavior will be further elaborated when discussing
the video properties.

Figure 7.14 shows three different configurations of SF. One with buffer knowledge (SF-Buffer),
one using the data volume of a transaction that is available in the base station as equivalent ob-
ject size (SF-Available) and a third configuration using the total size of the streaming object (SF-
Transaction). The configurations without buffer knowledge, SF-Available and SF-Transaction,
exhibit a bad QoE for video. However, FTP and especially HTTP traffic profit from this dis-
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advantage and show a very favorable behavior over the load range. SF-Transaction assigns the
largest size values to streaming transactions, which results in the worst video QoE. SF-Available
is better for video QoE but still worse than all other schedulers except for PF at high load10.
One can say that both variants are not suitable to handle streaming traffic. In contrast, SF-Buffer
achieves the best average utility for streaming traffic. In this study, a naive parameterization for
buffer information has been used. This means γ = 1 and a cost of video transactions that equals
to the amount of data buffered at the client, apart from an offset of 1 Byte to avoid a multipli-
cation with zero in case of an empty buffer11. This setting leads to a prioritization of videos
with low buffer compared to all other transactions with similar channel quality. Consequently,
HTTP and especially FTP utilities decrease significantly with increasing offered traffic.

Additionally, we can also interpret the different prioritization of traffic classes among the sched-
ulers from Figure 7.14. PF-QoE provides a strong advantage for streaming transactions. Espe-
cially under heavy load, this comes close to a static prioritization of video over the interactive
traffic. Comparing with the original PF shows that this significantly improves video QoE at the
cost of a strong degradation for FTP and HTTP. On the other hand, SF-Buffer achieves a supe-
rior video streaming QoE that is unmatched by the other schedulers, while HTTP still performs
better than for all reference schedulers. Only FTP suffers comparably to PF-QoE.

In Figure 7.15, we take a closer look at the key performance indicators for video QoE, namely
the number of stalling events and the total stalling duration during video playback for an offered
traffic rate of Rarr = 40Mbit/s. To not overpopulate the graphs, we only consider SF-Buffer as
SF in the following. Figure 7.15(a) gives the ratio of video transactions that suffered from
a certain number of stallings or were dropped (comparable to an empirical probability mass
function).

SF offers the best performance for video transactions. Almost all videos play uninterrupted at
Rarr = 40Mbit/s. There is a small number of videos which experience a single stalling event,
while even less transactions are dropped. As stated before, this is due to the strong prioritization
of video transactions in this configuration. Videos only contribute 40% of the traffic volume
and are preferred to other transactions when they have a low buffer level, which avoids stalling
in most of the cases. Under Max C/I a video transaction either is able to maintain a high
buffer level when the respective UE has good channel conditions, or it does not get sufficient
resources otherwise. The latter often leads to a prolonged stalling duration and a subsequent
video abortion. Consequently, around 55% of video transactions play uninterrupted, whereas
nearly 40% get dropped.

PF-QoE exhibits an interesting behavior. Although it achieves slightly less video transactions
without stalling compared to Max C/I, practically no videos get dropped. However, this is paid
by almost 40% of video transactions experiencing more than 6 stalling events and the bad per-
formance for interactive traffic, as discussed before. Compared to the other schedulers, ordinary
PF is the worst case for streaming videos. Only a few percent of videos are uninterrupted, while
about one half of the transactions suffer more than 6 stalling events and the other half is aborted.

10Instead of preventing playback interruptions, SF-Available rather prefers videos which are not in danger of a
buffer under-run, because they tend to have a smaller amount of buffered data at the base station.

11With a multiplication by zero, the channel quality would not influence the scheduling decision any more for
stalling video transactions (see Section 5.3.1).
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Figure 7.15: Video performance under different schedulers at Rarr = 40Mbit/s.

Figure 7.15(b) which shows the CDF of videos’ total buffering duration (excluding the expected
initial buffering duration of up to 3 s) backs these findings. Only finished videos are considered.
SF and Max C/I practically avoid stalling for these transactions, approximately 95% and 80%
of them have 0 s stalling duration, respectively. On the other hand, the stalling durations of
PF-QoE and PF are significant, often several minutes per video are reached.

7.3.2 Configuring Implicit Admission Control

We now evaluate the proposed mechanism for Implicit Admission Control (IAC), see Sec-
tion 5.3.2. The drawback for video playback with the unoptimized configuration of SF in the
previous section is that many video transactions are impaired at high load. The scheduler is
not able to distinguish between videos suffering mainly from bad channel conditions and others
which could run uninterrupted if they got a little more bandwidth.

In Figure 7.16, we can observe the influence of IAC. Figure 7.16(a) shows the evolution of util-
ity over load and Figure 7.16(b) contains the stalling events at high overload (Rarr = 60Mbit/s).
Utility strongly decreases with additional traffic for the original setting "No IAC". Already set-
ting aSF = −2 without target buffer (bt,SF = 0) improves the situation12. It means that videos
where the buffer ran empty and no new bursts arrived get a penalty with increasing waiting
time. This leads to the abortion of the transactions with the worst channel quality compared to
the rate of the video codec. The freed resources are then available to improve the QoE of the re-

12Unfortunately, due to the large variance of transactions’ utilities, the confidence intervals are large compared
to the relative utility differences between the configurations. However, the simulation software generates identical
traffic for all cases, which means that we can determine an improvement for this traffic sample.
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Figure 7.16: Influence of the parameterization of IAC for video transactions under SF.

maining videos. Setting the target buffer to bt,SF = 64 kBytes13 further improves the situation.
Then, new transactions and those in danger of a buffer underrun are penalized additionally. The
penalty means that the respective transaction requires a channel quality relatively better than
that of the competing video transactions.

Figure 7.16(b) further details the improvement by IAC. The fraction of uninterrupted videos
can be increased by approximately 20 percentage points in this scenario, while the fraction
of dropped transactions barely increases. Stalling events for finished videos are practically
completely avoided with IAC and bt,SF > 0. Different settings for the slope aSF and the target
buffer bt,SF were also evaluated, but had only minor impact and shall not be discussed further.

To summarize, IAC practically completely eliminates stalling at a slightly increased dropping
ratio. Instead of serving many video transactions at a bad QoE, the purpose of admission control
is to drop those transactions that would have a bad service quality anyway and restrict newly
arriving transactions in order to deliver a good QoE to the remaining active transactions. The
proposed IAC seamlessly integrates into the SF scheduler at practically no additional computa-
tion effort. It dynamically adapts to the load situation, as it is implemented through a relative
cost scaling. This means that it is only effective during overload situations and as many videos
as possible are served with the available resources.

7.3.3 Controlling Video Priority under Shortest-First

Video streaming accounts for a large fraction of the traffic volume. Therefore, it is impor-
tant to control the division of bandwidth between video streaming and interactive traffic. An

13Using the YouTube burst size of 64 kBytes as target buffer is advantageous, because it means that a transaction
that received a single burst will not be penalized unless the playout buffer drops below 64 kBytes.
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Figure 7.17: Relative prioritization of video transactions against the other application classes
with the cost offset (Rarr = 40Mbit/s).

important question is how to "protect" both traffic classes from each other. For example, clas-
sical approaches employ service differentiation and define strict priorities or relative weight
factors for the different service classes. However, we want to show that with the proposed in-
tegrated scheduling of video transactions with SF, it is possible to control video priority with a
scheduler-internal parameter and completely relinquish additional service differentiation.

This parameter is the cost offset cmin, defining the minimum equivalent object size attributed
to a streaming transaction. Figure 7.17 shows the average transaction utilities per application
class depending on cmin at Rarr = 40Mbit/s (including IAC with target buffer as defined in the
previous section). The original setting from Section 7.3.1 is cmin = 1Byte. As stated before,
this means that video transactions can suppress all other traffic, when they exhibit a low buffer
level. Consequently, as the offered traffic is larger than the cell capacity and thereby the active
videos are likely to have a low buffer level, the average utility of HTTP and FTP traffic is worst
at this setting.

By increasing the cost offset, the relative priority of video traffic decreases. We can observe the
resulting reduction in the average utility of video traffic in Figure 7.17. At small values of cmin,
an increment of cmin is most effective to improve the utility of interactive traffic, because the
relative priority change is large. When cmin is larger than most HTTP transactions their utility
improvement for further increases of cmin saturates. The same is true for FTP traffic. The slope
of the utility improvement of FTP is largest for cmin ∈ (1MByte, 3MBytes), which is the size
of the majority of FTP transactions. For cmin > 5MBytes (the maximum size of FTP objects),
there still is an increase of FTP utility and decrease of video utility with smaller gradients.
More and more, FTP transactions with relatively bad channel quality are preferred to videos
with better channel quality when increasing cmin. The saturation of this effect is also visible in
Figure 7.17.
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Figure 7.18: Influence of the cost offset on cell throughput and application-specific transmis-
sion volumes (Rarr = 40Mbit/s).

An interesting aspect of the cost offset is its influence on the transmitted data volume of the
individual application classes, as well as the total cell throughput. This is illustrated in Fig-
ure 7.18. The figure shows a stacked area plot with the areas representing the different traffic
classes. The accumulated data volume represents the total cell throughput.

The division of volume among the applications is straightforward. For a cost offset cmin =
1Byte, video traffic contributes two thirds to the transmitted volume, while the major part of the
remaining resources goes to HTTP transactions. The latter are preferred to FTP transactions,
because they are smaller in average. By increasing cmin, the relative transmitted volume of
streaming traffic shrinks and initially moves mostly to HTTP (for 0 < cmin < 2MBytes) and
then to FTP, once the HTTP transactions are saturated.

The evolution of total cell throughput can be explained by two mechanisms. At small cost
offsets (cmin < 5MBytes), cell throughput is low, because the video transactions exhibiting
bad channel conditions tend to have a low buffer and therefore get many resources, which
results in a bad spectral efficiency. Cell throughput then increases quite steeply with cmin, as
the mentioned videos get replaced by interactive transactions with good channel conditions.
With cmin between 6 and 7 MBytes, cell throughput is maximal, which also coincides with the
break-even in transmitted volume of FTP and video streaming traffic. For larger values of
cmin, throughput decreases again. This time, interactive transactions with unfavorable channel
conditions more and more replace streaming transactions with good channel quality.

7.3.4 Choice of the Length Exponent for the Combined Traffic-Mix

We now come back to configuring the length exponent for the traffic-mix with video streaming.
For this study, again, IAC from Section 7.3.2 is in use and cmin ∈ {1, 2, 6}MBytes. Figure 7.19
shows the trade-off between throughput and utility at a load of Rarr = 40Mbit/s. As discussed
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Figure 7.19: Throughput-utility trade-off for the combined traffic-mix depending on the choice
of the length exponent γ and different values of cmin.

before, cmin = 6MBytes provides ideal cell throughput at γ = 0.1. However, the maximum
achievable throughput is larger for smaller values of cmin. This is because penalizing video
traffic too much reduces the freedom of the scheduler for small γ. In Figure 7.19, we can
observe that the curves cross each other. That means that the configuration of cmin and γ should
be jointly optimized according to the desired behavior in the access network. Of course, the
curves join at γ = 0, because the object size has no influence in this case.

With the current traffic scenario, γ = 1 no longer provides the ideal overall utility under all
circumstances. As we will discuss below, smaller values of γ are advantageous for FTP. There-
fore, for cmin ∈ {1, 2}MBytes, FTP utility increases so much for γ < 1 that the total average
improves. Comparable to previous studies, the preferable configuration of the length exponent
is γ ∈ (0.5, 0.6). In this range, utility is optimal and cell throughput is much higher than for
γ = 1. Larger values of γ considerably decrease utility.

Again, the influence of the length exponent on the treatment of the different application classes
is of interest. Figure 7.20 contains the evolution of application utilities and the split-up of
transmitted data volumes for the applications at Rarr = 40Mbit/s and cmin = 2MBytes. As we
can see in Figure 7.20(a), FTP profits from decreasing the length exponent, while for HTTP
and video streaming γ = 1 would be the optimal choice. For the relation between HTTP
and FTP, we discussed this extensively in Section 7.2. Video streaming traffic loses average
utility with decreasing γ, because the channel properties get more influence on the scheduling
decision compared to the buffer level. This leads to worse utility (and subsequent abortions) for
video transactions that experience unfavorable channel conditions. The behavior with respect
to transmitted data volume in Figure 7.20(b) is as expected. Decreasing the length exponent
generally improves throughput. Only for small values of γ < 0.1, this trend is reversed (see
Section 7.2.1 for explanation). Most of the throughput gain goes to FTP transactions, which
supports the explanation of the utility behavior.
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Figure 7.20: Influence of the length exponent γ at Rarr = 40Mbit/s and cmin = 2MBytes

The total average utility in Figure 7.17 and Figure 7.20(a) mostly follows the evolution of HTTP
utility, which contributes most transactions. The decline of video streaming with increasing cost
offset cmin or decreasing length exponent γ barely influences the total utility, because it consists
of comparably few transactions14. Therefore, the arithmetic mean of transaction utilities of all
classes is not a good indicator of whether the network delivers the desired QoE across all ap-
plications. For the configuration of cmin and γ, a network operator could optimize the weighted
sum of application-individual average utilities, for example.

In the end, both parameters – cmin and γ – essentially prioritize between FTP and video stream-
ing transactions in the way described above. In a reasonable configuration, the small HTTP
transactions should get preferred, as they usually have the strictest latency requirements and
contribute fewest to the transmitted data volume. Compared to that, the other two compete
for the major fraction of radio resources. For overload situations that only persist for a short
time (e. g. some tens of seconds), it may be advantageous to ensure uninterrupted streaming
services, as QoE degrades otherwise. On the other hand, the applications represented by our
FTP model like software updates, data or e-mail synchronization are not impaired, when their
transmissions are delayed for some time. However, if a cell faces constant overload, the trade-
off between FTP and streaming traffic could be defined by the fraction of transactions that get
finished for these traffic classes. Thanks to IAC, the average utility of streaming correlates to
the fraction of "accepted" video transactions. The wanted target video utility depends on the
network operator’s preferences and business model. Therefore, this will not be studied further
here.

14The mean size of video transactions is≈ 16MBytes. This is 8 times the average size of FTP objects. Because
the share in traffic volume is the same, this means that video consists of 8 times less transactions than FTP.



Chapter 7. Performance Evaluation 108

0 10 20 30 40 50 60
Offered traffic [Mbit/s]

0

5

10

15

20

25

30

35

40

Th
ro

ug
hp

ut
 [M

bi
t/s

]

MaxCI
PF
SF
PF-QoE

Figure 7.21: Cell throughput for a traffic mix containing video streaming for the reference
schedulers and optimized SF.

7.4 Conclusions for the Overall System Performance

Now that the length exponent γ and the parameters to include video streaming were introduced
and evaluated in the previous sections, we revisit cell throughput and average utility depending
on the amount of offered traffic including video. To this end, an example configuration of SF
with γ = 0.6, cmin = 2MBytes, bt,SF = 64 kBytes, and aSF = −2 was chosen. Figure 7.21
and Figure 7.22 show the results for throughput and utility, respectively. The figures contain
SF and the reference schedulers, including PF-QoE. The dashed line represents an unoptimized
version of SF with buffer knowledge, but with neither length exponent nor IAC.

As we can see in Figure 7.21, the cell throughput of SF becomes competitive compared to the
reference schedulers, when the proposed parameters are configured appropriately. In contrast,
the original SF (using client buffer size as equivalent object size) offers poor capacity. Interest-
ingly, both PF-variants achieve a higher cell throughput than Max C/I at Rarr = 30Mbit/s for
the current traffic mix15. The reason mainly is the behavior of streaming traffic. Under Max C/I,
it is likely that a user aborts a video when having worse channel conditions compared to other
active users. This negatively impacts multi-user diversity, because video objects require a con-
siderable transmission volume, which no longer needs to be served when they are dropped16.
At higher traffic rates, this drawback of Max C/I diminishes and Max C/I, as expected, achieves
the largest throughput. The difference between the PF variants with respect to cell throughput
performance is small.

Switching over to the utility behavior, Figure 7.22 shows the total and per-application average
utilities depending on the offered traffic. As discussed in Section 7.3.1, we can observe that

15Also in the other traffic scenarios, PF had the best throughput value at Rarr = 30Mbit/s, but the difference to
Max C/I was not significant (see Figure 7.1 and Figure 7.8(a)).

16This explanation is backed by the mean number of active UEs, which is 18 for Max C/I and 34 for PF at the
discussed operation point.
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Figure 7.22: Application utilities for a traffic mix containing video streaming for the reference
schedulers and optimized SF.

the total utility closely follows the behavior of the HTTP traffic class, which is due to the large
fraction of transactions belonging to this class. The extended SF scheduler delivers optimal
total, HTTP, and streaming utility performance among all schedulers. Due to the prioritiza-
tion of video streaming, FTP gets a sub-optimal QoE, especially at low load. However, the
deterioration of FTP utility with increasing offered traffic is smaller than for PF.

When we compare the example configuration of SF including the extensions proposed in this
thesis with the base-line SF variant, the advantages become obvious. Instead of giving too
much priority to video transactions, when the equivalent object size equals the client buffer
size, or strongly penalizing video traffic in the case without buffer knowledge, the proposed
solution offers the possibility to adjust application priorities to the operators’ needs. Especially
the graceful service degradation for time-critical interactive HTTP transactions can be obtained
even under considerable overload. At the same time, we have a superior video QoE behav-
ior and the desired property that videos either run uninterrupted or do not get resources at all
(implemented by IAC).
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We can summarize the parameters introduced in this thesis as follows:

- The length exponent γ trades the exploitation of multi-user diversity through opportunis-
tic scheduling – i. e. cell capacity – for the minimization of transmission durations.

- The cost offset cmin controls up to which object size an interactive transaction will be
treated preferentially compared to streaming transactions exhibiting similar channel con-
ditions.

- The target buffer bt,SF determines the buffer size for which the scheduling cost of a
streaming transaction gets minimal.

- The slope aSF < 0, together with bt,SF , defines the impact of IAC. Namely, the buffer
level a newly arriving or stalling video transaction competes with. It therefore allows to
control the preference of running videos with a low buffer level over paused videos.

In this chapter, the model assumptions were put into relation with respect to the considered per-
formance metrics for the evaluated schedulers. We identified the desired properties of Shortest-
First schedulers like short transaction durations and graceful service degradation as well as the
drawbacks, which can be mainly attributed to the limited cell throughput. The improvement
of these drawbacks by the proposed extensions and parameters were evaluated. Furthermore,
we discussed the influence of different configurations. The sensitivity of the schedulers with
respect to changing boundary conditions like traffic load, channel fluctuations and application
mix were examined.

A nice property of the length exponent is that the preferable range showed to be stable at
γ ∈ [0.5, 0.6]. This means that the system is near its optimal operation point for a static setting
of γ, no matter which traffic mixture currently prevails. With respect to the configuration of
cmin, it is obvious that it should allow short interactive transactions to overtake video stream-
ing transactions. Beyond that, cmin controls the division of resources between large interactive
transactions and video streaming transactions. Therefore, it should be usually set to several
MBytes, according to the network operator’s preferences. The configuration of IAC is straight-
forward and works well with the proposed setting of bt,SF = 64 kBytes and aSF = −2, which is
derived from YouTube burst sizes. There is no necessity (at least for the investigated scenarios)
to further tune these parameters, because the desired impact is already achieved.



8 Conclusions and Outlook

Cellular networks provide a pervasive network coverage that can be used for a large number of
Internet services. However, the ever-growing traffic demands may exceed the available spec-
trum capacity. The consequence are high load situations which may strongly impair the QoE
of the users. Especially prolonged transmission durations in a loaded cell can significantly de-
teriorate the user experience. The specific deterioration depends on the requirements of the
respective service, e. g. interactive web surfing suffers from long transmission durations, while
the QoE of video services is mainly impaired by playback interruptions.

Such QoE impairments can be greatly mitigated by schedulers exhibiting a graceful service
degradation. This means that the QoE of most of the traffic remains favorable, while high load
only affects a relatively small number of transactions. Without building out the network in-
frastructure, which is very costly, the general service quality delivered by the mobile network in
times of high traffic load is much better than for conventional schedulers like Proportional Fair.
SRPT is an algorithm with this property, which delivers optimal durations for job scheduling
tasks [SM66]. Several approaches are known from literature, which apply this algorithm to cel-
lular networks (see Section 3.6.3). However, so far these schedulers have two major drawbacks
that limit their applicability in an actual cellular network:

- Compared to wide-spread opportunistic schedulers like Proportional Fair or Max C/I, the
size-based variants offer significantly lower cell throughput. This reduces the sum rate a
base station can transmit and therefore may lead to more frequent overload situations.

- Size-based schedulers so far are not able to serve streaming services satisfactorily. As
such services usually transmit rather large transactions, the SRPT-algorithm assigns a
low priority to them. Frequent buffering events and long loading times would be the
consequence. Buffered video streaming contributes a major part to today’s Internet traffic.
This means that a size-based scheduler cannot serve as a stand-alone solution handling
all traffic in a cell.

This thesis contributes solutions for both limitations by enhancing the algorithm of existing
size-based schedulers like Shortest First and Shortest Remaining First. These enhancements
provide new parameters for the trade-off between cell capacity and transaction durations as
well as the prioritization of buffered video streaming traffic.

To this end, the following approach was taken in this thesis. Chapter 2 provided a background
on traffic characteristics and user experience. Especially the burstiness of realistic traffic as
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well as its composition have a great influence on resource allocation and the users’ QoE. In
general, the object size distribution is assumed to have a heavy-tailed nature which means that
the largest volume belongs to few transactions while most transactions are very small. Fur-
thermore, the concept of transactions was introduced and influence factors on user experience
were discussed. Different services have different requirements to provide a good QoE, which is
translated to individual transaction utility functions in this thesis. In Chapter 3, the focus was
shifted to cellular networks. Namely, the basics of mobile communications, resource allocation
and different scheduling concepts known from literature were presented, with a focus on LTE
technology. Important are the properties of the radio link which are exploited by opportunistic
schedulers to increase the capacity of a cell. Apart from that, application awareness, especially
with respect to the knowledge of transactions and their sizes, can be used together with the
SRPT-principle to improve QoE.

Chapter 4 presented the first major contribution of this thesis, which is the flexible combination
and parameterization of size-based and opportunistic scheduling. This is motivated by the trade-
off between cell capacity on the one side and QoE improvement from reduced transmission du-
rations on the other side. The length exponent γ was introduced and its effects were explained.
With γ, it is possible to adjust the relative importance of channel quality and transaction sizes
for the scheduling decision. An advantage is that – compared to the original schedulers Max C/I
and Shortest First – large gains in throughput or utility can be achieved at only a small loss in
the respective other metric.

In Chapter 5, the second main topic of this thesis was addressed. This is the handling of buffered
video streaming traffic by size-based schedulers. As video streaming traffic is a major part of
the Internet traffic (see Chapter 2), a new scheduler has to be able to provide a good QoE for this
service. Without modifications, large video transactions would obtain a low scheduling priority
leading to poor QoE. This thesis proposes the usage of client buffer size information which can
be integrated seamlessly into size-based schedulers. Furthermore, the concept of IAC is intro-
duced, which allows to protect ongoing videos from overload. These contributions significantly
improve video quality by reducing the duration and number of playback interruptions compared
to existing wireless schedulers.

The methodical foundation for performance evaluation was laid in Chapter 6. The chapter in-
troduces the simulation model, traffic scenarios and the considered performance metrics. Apart
from the wireless channel properties, system-level aspects like interfering base stations and user
distribution and mobility have an influence on the scheduler performance and are therefore a
part of the model. For the evaluation of the central metrics in this thesis, namely cell throughput,
transaction durations and QoE, it is important to assess realistic traffic situations. To this end,
different scenarios with respect to the traffic characteristics were introduced. Finally, in Chap-
ter 7 the performance of the developed schedulers was thoroughly investigated by simulation
studies covering a range of different realistic boundary conditions in mobile networks. First,
a study putting the performance of the investigated schedulers into relation for the standard
scenario and with respect to the influence of speed and object sizes was presented. Then, the
impact and benefits of the length exponent γ were evaluated. Especially the great improvement
in utility that can be achieved compared to Max C/I at a relatively small reduction in cell ca-
pacity was demonstrated. Furthermore, Chapter 7 highlighted the inclusion of video streaming
into size-based schedulers. The approach proposed in this thesis exhibits the desired proper-
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ties. A major improvement of video QoE over the whole range of cell load conditions achieved
by a reduction in the number of playback interruptions. Thereby, the parameters showed to
effectively control the priority and volume, video traffic obtains from the scheduler. It is thus
possible to handle interactive web traffic and buffered video streaming traffic without further
service differentiation mechanisms.

Concluding, it can be stated that the identified principal drawbacks of SRPT-based scheduling
in cellular networks are solved by the contributions of this thesis. Assuming that an overload
situation usually does not last very long, which is a consequence of traffic burstiness, it is
reasonable to postpone large transactions predominantly belonging to background tasks and
instead to prefer short interactive and video streaming transactions. In this way, the majority
of users will not even notice the overload conditions, as videos play uninterrupted and web
browsing interactions quickly show a result. This was the reason to choose SRPT schedulers
as the main subject of this thesis and to empower them to serve as a stand-alone scheduling
solution in cellular networks.

The methods applied in this thesis comprise algorithm design, modeling and performance eval-
uation. Existing resource allocation algorithms were enhanced by functional parameters which
allow to adjust their behavior with respect to a desired property. Namely, the length exponent γ
as well as the offset cmin and the v-shape of the equivalent object size function for the integration
of video streaming are important here.

The introduced length exponent γ allows to improve the throughput performance of the in-
vestigated size-based resource allocation algorithms. A large part of this improvement can be
achieved without significantly sacrificing the desired property of short transaction durations.
This is demonstrated with the example of the schedulers Shortest First and Shortest Remaining
First, which were extended and evaluated in a simulation model of an LTE system.

With the proposed usage of client-side buffer information for buffered video streaming services,
the developed schedulers are able to improve video QoE compared to conventional schedulers.
This is achieved by defining an equivalent object size based on the buffer level that determines
the scheduling cost for video transactions. Application-unaware schedulers are not able to rec-
ognize when there is too much video traffic in a cell. The consequence is that all videos show
a bad QoE when the bandwidth is not sufficient to support their aggregated encoding rate.
This behavior is improved by introducing IAC into the equivalent object size function in Sec-
tion 5.3.2. Furthermore, by defining the parameters of the proposed function, the priority of
video streaming relative to other traffic can be adjusted. The proposed solution therefore allows
to relinquish further service differentiation. This means that all traffic is handled within the
same resource allocation loop, which provides the maximum flexibility for exploiting channel
and traffic diversity. Performance evaluation showed that this concept leads to superior QoE
while still delivering a cell capacity comparable to the reference schedulers.

The developed algorithms exhibit a low computational complexity which is comparable to a
conventional scheduler like Proportional Fair. Therefore, they can easily run in today’s base
station hardware. An important point is that the proposed mechanisms are not limited to the
investigated OFDMA network like LTE but could also be adapted easily to other cellular stan-
dards like UMTS, which employs W-CDMA.
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Modeling aspects include the system-level model for an LTE-like cellular network comprising
network layout and channel, mobility, and link layer models. Furthermore, the development
of realistic traffic scenarios is crucial to be able to measure application-dependent transmission
properties that are important for the respective QoE requirements. The concept of transactions
that was presented earlier in [PKWV12] lays the foundation for this traffic modeling.

For performance evaluation, this thesis contributes the definition of metrics that support an as-
sessment of user experience for the mentioned realistic traffic model. Compared to often cited
fairness properties, which are defined for full-buffer simulations, it was pointed out that for real-
istic traffic situations, besides spectral efficiency (determining cell throughput), the distribution
of transaction durations is much more meaningful. To this end, utility functions were applied
which allow to quantify and compare the QoE of different services. Finally, simulation studies
basing on IKR SimLib and IKR RadioLib were conducted that demonstrate the performance of
the investigated schedulers and the influence of a range of boundary conditions.

Beyond the scope of this work, there are some points that are of interest for the investigated
subject. In the direction of further developing the proposed algorithms, adding frequency-
selectivity for the handling of video streaming traffic could be interesting. In contrast to in-
teractive transactions, where the transmission duration is essential, it could be advantageous to
split a frame for the exploitation of multi-user diversity. Here the challenge is to identify the
potential improvement and not to increase the complexity too much.

For implementing the investigated size-based schedulers, it is necessary to provide them with
size information. Thereby, the relevant size is that of transactions at the application layer. While
some approaches from literature which show that this is principally doable were presented in
Section 2.4.1, the actual deployment of a framework providing the required information re-
mains an open challenge. The same is true for the knowledge of the client-side buffer level
in the scheduler. As introduced in Section 5.2.2, there are ways to make this possible, yet an
implementation for the access network is to be done.

Another interesting question is the quantification of the influence of imprecise or incomplete
size information. For example, in the case of encrypted traffic, it is not possible without appli-
cation support to obtain size information or to differentiate between transactions within the same
connection. In this case, an estimation from traffic characteristics could give some hints about
transaction properties but no exact knowledge. As literature on the Foreground-Background
scheduler has shown (see Section 3.6.1), a method employing very rough size estimates can
already deliver a part of the desired functionality as well. Therefore, a study investigating the
influence of reduced or inaccurate size information could be used to assess and possibly increase
the robustness of the algorithm and would complement the studies presented here.

Going further into detail with respect to the simulation model, one could include realistic in-
fluences that have been neglected in the applied model for the sake of identifying the principal
mode of action. Influential aspects could be imperfect CSI together with realistic transport for-
mat selection, block error and retransmission models (the expected impact has been discussed
in Section 6.1.3.2). Furthermore, modern cellular techniques include MIMO transmission, in-
terference coordination, and heterogeneous networks. While there should be no fundamental
differences or obstacles for the proposed algorithms, some adaptations may be required. From
the higher layers, especially the influence of transport layer congestion control could interact
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with MAC layer resource allocation and would therefore provide an interesting direction of
research.

One way to investigate the ideas given in the outlook above could be the realization of the
presented algorithms in a test-bed implementation of an LTE system. Traffic could be produced
by traffic generators imitating real applications. Furthermore, the lower and higher layer effects
that were not represented in the simulation model could be easily included. Challenges could
arise in covering the system level aspects like having many users and interference from other
base stations. For this, the deployment as an overlay network in an operative cellular network
could be suitable.
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A Influence of the Forgetting Factor

PF employs an exponential moving average for the scheduling decision. According to Equa-
tion (3.4), the scheduling weight of a transaction is the fraction of the instantaneous rate and
the moving average. Also PF-QoE, as a derivative scheduler of PF, and TAOS 2 use the moving
average to normalize the current rate of a user. The difference for TAOS 2 is that it is always
updated with the current CQI instead of the received data rate in order to represent the channel
conditions instead of the average throughput.

The exponential moving average R(t), given in Equation (3.5), is a first order infinite-impulse
response filter (or autoregressive model) acting as a low-pass filter and thereby gives a smoothed
representation of the transaction’s past throughput. For convenience, both equations are printed
here again:

wPF =
R(t)

R(t)
(A.1)

R(t+ 1) =

{
β ·R(t) + (1− β) ·R(t) if scheduled
(1− β) ·R(t) else

(A.2)

The forgetting factor β controls the time behavior of the moving average. A large value of
β means a fast adaptation to the channel, whereas a small value leads to R(t) changing only
slowly. As discussed in literature (e. g. [JPP00, VTL02, Kol03]), the effect of β is a trade-off
between the maximum allowed latency and the cell throughput. When the moving average
changes slowly, it converges to the average of the channel quality at this time-scale. The sched-
uler then is able to exploit fluctuations at shorter time-scales, because the moving average is
stable and wPF is largest when the channel is at its peak. On the downside, this may lead
to long waiting times for a transactions when the UE moves to a place with worse channel
conditions. A fast changing moving average limits the worst-case starvation time but also the
recognition of peaks in CQI, because R(t) follows the channel rather quickly.

In our scenario, the traffic model also has a significant influence. We model bursty web traffic,
which consists of many comparably small transactions. Some of them can be served within
a single TTI. This burstiness, together with the properties of the PF scheduling algorithm,
influences the cell capacity and average transaction utility. Figure A.1 contains both metrics
depending on the offered traffic Rarr for the standardized traffic model (see Section 6.1.4.1)
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(b) Utility.

Figure A.1: PF performance for different settings of the forgetting factor β.

with 80% FTP and 20% HTTP traffic volume. This is the same traffic composition that was
used in Chapter 7 for this traffic model.

In Figure A.1(a), we can indeed observe a greater throughput for smaller values of β (i. e. a more
stable moving average). However, the throughput improvement is rather small for two reasons.
First, the stable moving average is only reached for large transactions lasting long enough with
respect to the chosen forgetting factor. Second, the initialization bias, which reduces the influ-
ence of the channel conditions on the scheduling of small transactions, gets larger for smaller
forgetting factors. We consider each transaction as a single user. Consequently, we track an
individual moving average per transaction and initialize R(t) = 10−15 for newly arriving trans-
actions (according to [3GP04]1). By this, transactions get prioritized initially as their CQI is
much larger than R(t), which leads to a high scheduling weight wPF .

Figure A.1(b) shows that β ≈ 0.00067 leads to significantly better utility at high load than the
smaller values. The larger time constant of the moving average (reciprocal of the forgetting fac-
tor β) means that a newly arriving transaction is served longer initially, until the moving average
reaches the long-term average of the throughput of the respective UE. Implicitly, a longer time
constant therefore means a behavior like the Foreground-Background (FB) scheduler discussed
in Section 3.6.1 (plus channel-awareness). Under FB, the shortest active transaction is served
until another transaction has received less service. This scheduler therefore is a blind heuristic
approximating SRPT when the object size is unknown [SM02].

We can observe this behavior in Figure A.2 which gives the transactions’ duration CDF at a load
of Rarr = 40Mbit/s. The steep increase of the CDF for β ≤ 0.003 for short durations (τ < 2ms
up to τ < 5ms) is due to the initialization bias. New transactions get the channel practically
exclusively until their weight wPF has approached the level of the other active transactions.

1Other sources from literature propose initialization to the current CQI and/or adaptive initialization schemes.
However, as discussed in the following, this would have adverse effects on PF’s performance in our scenario.
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Figure A.2: Duration CDF for different settings of the forgetting factor β at Rarr = 40Mbit/s.

For β = 0.01 this effect is not visible, as the variance of wPF for existing transactions is
larger and the initialization bias lasts shorter than for the other configurations. Only the step at
τ = 1ms is identical, which represents those transactions that are able to finish within one TTI
(approximately 15% of transactions).

Following the specifications in [3GP04], we set β = 1/1500 ≈ 0.0006667. Furthermore, we
apply the recommendation that the moving average shall be "initialized to a small value greater
than zero"[3GP04]. This parameterization gives a good PF performance in our system and
therefore provides a fair comparison to the size-based schedulers.

This preliminary study suggests that a forgetting factor larger than the one proposed in literature
is beneficial for the utility and the duration of short objects. However, this would mean that
we practically would implement an FB scheduler, which is not suitable as a reference case.
Furthermore, the discussed issue of worst-case waiting time stands against larger values of β.
We therefore stick to a parameterization specified by standardization and commonly used.
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