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Packet switching data networks are introduced in many countries to meet the increasing
demands in computer and data communications. For planning and operation of such networks
efficient performance evaluation tools are needed. This paper reviews some basic traffic
models and performance evaluation tools. The organisation of the paper follows the logical
structure of communication networks focusing primarily on the link, network, and transport

level.

1. INTRODUCTION

During the recent 15 years, great effords have
been made in modelling and performance evalua-
tion of verious aspects of packet switching
networks. Most of them have been of basic re-
search nature by modelling complex protocol
mechanisms or queuing network traffics and ex-
ploring particular effects as throughput degra-
dations and transfer delays. However, most of
these models describe only a very limited part
of the entire problem as, e.g., a particular
Tink control mechanism, a single buffer, or
some global network behavior. The interaction
of such effects is generally too complex for
an analytical study.

To get a sound insight into models of a more
complex structure simulation is used inten-
sively. However,simulation is also 1imited
with respect to model complexity and computer
run times for highly parameterized models.
Therefore it has primarily been used either
for singular case studies or for validation
purposes of approximate analytical approaches.

In a recent paper by M. Reiser [1] , an ex-
cellent introduction has been given to the
various problems and methods for the perfor-

“ mance evaluation of data communication systems.
Some of the basic models will also be high-
lighted here combined with some new studies

on transfer delays and transient behavior of
congestion control mechanisms.

The paper is organised as follows: Sections
2,3, and 4 are devoted to modelling aspects on
the link, network, and transport level. In
Section 5 we address some methods for the per-
formance analysis. Because of the limited
space, we will outline the basic approach only;
for a sound discussion we refer to specialized
papers and work reports,

2. LINK LEVEL CONTROL MODELS

Link Tevel control comprises all. functions
related to a safe transmission of information
units between two adjacent control units of
one transmission section. We will refer to
two typical problems: multiplexing and window
flow control.

2.1. Multiplexing

Multiplexers are used when several peripheral
units share one common transmission media. Mul-
tiplexing can be implemented by various tech-
niques:

(1) synchronous multiplexing for conversion of
SDM-channels to TDM-channels

(2) asynchronous (statistical) multiplexing of
data, which come from different sources and
which are intermediately stored within one
buffer

(3) .asynchronous multiplexing of data of dif-
ferent sources and spacially separated buf-
fers. .

Case (1) usually does not cause any traffic
problem. Case (2) leads to a finite capacity
GI/G/1 queuing system, which has been solved
by several authors for various special cases,
see W.W. Chu {2] . Case (3) requires a special
protocol to control the access rights of the
various sources. Two basic traffic models are
illustrated in Fig. 1.
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Fig. 1. Basic multiplexer models
xi arrival rate for messages of queue i
Hy service rate for queue i

The model at the left hand side of Fig. 1 can.
be used when the access control is given to a
source {station) immediately after the precee-
ding transmission, possibly including some
overhead time for control depending on the pro-
tocol mechanism.
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Typical protocol mechanisms are:

centralized control:
decentralized control:

Polling
Token passing
Carrier sensing.

a) Polling

A centralized station grants the access right
in a cyclic manner. The basic sequence of sig-
nals exchanged between the polled station and
the centralized control station is

REQUEST TO SEND
RESPONSE

E—
PE—

Polling mechanisms have extensively been ana-
lyzed in the past [3-6] . The polling model
has also been extended with respect to half-
and full-duplex transmission with a handshake-
protocol for the error control [7] , to the
inclusion of prioritized service [8] , or to
multiple servers [9] .

b) Token passing and Carrier Sensing

The token passing protocel is a distributed
version of the polling protocol. It has been
analyzed especially in connection with the
access to ring or bus media within local area
networks, see [lo] . Carrier sensing, espe-
cially with collision detecting (CSMA-CD) is
another basic access mechanism within local
area networks. The bus arbitration bases on
sensing of the media activity; in case of a
collision, a random resolution technique is
usually applied {11] . There exist several
protocols which extend the basic CSMA-CD mecha-
nism to reduce succeeding collisions [12] .

The model at the right hand side of Fig. 1
operates on a clocked basis. Intermediately
buffered messages are transferred only when

the centralized control switches into an 1/0-
phase, usually upon a periodic clock schedule.
This protocol can save on overhead consider-
ably by transferring several messages per clock
instant [13,14] .

2.2. Data Links with Window Fiow Control

Handshake protocols for error recovery need
too much overhead, especially when the propa-
gation delay of the transmission link is high.
For this reason, a sliding window protocol is
used allowing to proceed to send before an
acknowledgement of the preceeding message has
arrived. To control this mechanism, both ter-
minal stations of a link use sequence numbers
N(S) and N(R) which are incremented cyclically
modulo M (M=8 or 128). N(S) indicates the next
message (frame) to send where N(R) acknowled-
ges the other station that all frames up to
N{R)-1 have been received safely. A station
may send as long as its window is opened, the
window size W may vary between W=0 and W=M-1
or less.

Besides this sequencing mechanism, the data
Tink protocols feature several other aspects:

- primitives to set-up and take-down a data
link connection
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- definition of several operational modes as
Normal Response Mode (NRM) or Asynchronous
Balanced Mode (ABM)

- Recovery mechanisms using checkpointing by
poll and final bits (P/F recovery) and time-
out.

The performance of a data link, i.e. its maxi-
mum throughput and transit delay, depends large-
ly on the data link and protocol parameters as

- transmission speed
- propagation delay
- error probability
- maximum window size
- recovery mechanism

and is subjected to a careful performance ana-
lysis. A basic data link model for HDLC-type
procedures is shown in Fig. 2.
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Fig. 2. Link level model for HDLC-ABM

TR Transmitter

REC Receiver

S.Q. Send-Queue

REP.Q. Repeat-Queue

REC.Q. Receive-Queue

ACK Acknowledgement

tt Transmission time/frame

Performance results have been obtained by simu-
lations as well as by analytical studies using
a concept of "virtual transmission time" [15-
17] .Typical results show a throughput maximum
for medium sized frame lengths. The throughput
degrades for small frame sizes (window limita-
tion) as well as for large frame sizes (frame
errors}); the maximum may be far less then loo%
depending on factors as error probabilities,
window size, and recovery mechanism. Fig. 3
shows a typical result of these studies for
throughput and delay of an HDLC-ABM data 1ink.
The results are especially important for net-
work planning since they indicate the physical
Tink parameter degradation through the protocol.
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Fig.3.
a) Maximum channel utilization P versus
message length 1 in bit

b) Average transfer time tT versus channel
utilization p

Parameters :

ABM Asynchr. Balanced Mode,FDX
constant  message length

tp:SOms propagation delay

c=48kbps  transmission rate

pE=O.00001 bit error probability
M=8 modulus value

3. NETWORK LEVEL CONTROL MODELS

The network level control comprises all func-
tions of the packet level, especially the DTE--
DCE network interface and all functions of rou-
ting and switching. We will refer to three
typical problems: network interface, network
node, and congestion controtl.

3.1 X.25 Network Interface

X.25 of CCITT defines the local interface bet-
ween a packet-oriented terminal or host (DTE)

and the network (DCE). The main features of
X.25 are:

- Combination of level 1 (X.21), level 2
(LAP B, similar to HDLC-ABM and level 3

- Multiplexing of several network (level 3)
connections ("virtual calls", VC) on one data
link between DTE and DCE

- Set-up and take-down of the individual VC's
with negotiations on throughput class and
window flow control parameters during set-up.

Typical performance questions are related to
the influence of the number of VC's, their
throughput classes and window flow control
parameters on the throughput and delay of the
X.25 network interface. Fig.4 shows a detailed
model which includes all 3 levels of X.25 .
Results on the performance of the X.25 inter-
face have been obtained by simulation as well
as by analytic modelling [18,19] .

PROTOCOL IMPLICATIONS
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Fig.4. Model of the CCITT X.25 network interface

DTE  data terminal equipment

DCE  data circuit terminating equ1pment
LAP  Link access procedure

Ve Virtual call or virtual circuit
RB/TB receive/transmit buffer

VCPC VC procedure control

MDM  multiplex/demultiplex device

3.2 Network Node

Network nodes perform the routing and switching
of packets. Today, they are usually highly
modularized according to load and function sha-
ring principles. Fig. 5 shows a model of a ty-
pical modern packet switching node. The model
includes only level-3-functions; functions of
the link level are individually associated to
each of the link level controllers; after hand-
ling the full set of level-2-functions, packets
are transferred to level 3.

PACKET,
BUFFERS
VC-CONTROL
ROUTING / SWITCHING
N

—V

ACCESS
CONTROL

A
N

1/0 PACKET
BUFFERS

TO/FROM LEVEL -2- CONTROL

i

Fig.5. Model of a modular packet switch
(T1evel 3)

The model shows two control levels, access con-
trol and VC control. Each of the access control
processors serves a limited number of terminals
or trunks. Received packets are directed to the
centralized VC-control processors for routing
(VC set-up and datagram packets) or switching




(data packets within an established VC). The
processors are interconnected by a high speed
bus.

Packets suffer several delays when traversing
through the switch:

- waiting in the I/0-packet buffer

- access control and bus transfer

- waiting in the packet buffer

- processing for routing/switching

- transfer to I/0-packet buffers

- forwarding to the particular level-2-control.

Cross-switch delays add to the total transit
delays of packets and are therefore subject to
analysis. Modular switching nodes can be ana-
lyzed by simulation [20] or by analytic decom-
position methods [21] .
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ling the global traffic situation is known as
"Congestion Control*.

Traffic Congestion may be caused by various
effects as:

- statistical fluctuations of packet intensi-
ties within the VC's or of VC set-up requests

- break-down of trunk or switch devices

- storage blocking .

Congestion effects usually build up quite
quickly and may be drastically amplified
through the built-in mechanisms of automatic
repetition. To protect the network against use-
less resource occupation, mechanisms for a fast
detection and reaction have to be provided.

Due to the various causes of overload, differ-
ent kinds of control actions may be applied to
meet particular requirements of control range,
control speed, selectiveness, fairness, or

l l l l overhead:
- storage management
SLD partitioning, reservation and dynamic fore-
zx é  ground/background storing
Ett w - throttling of VC set-ups or packet emissions
58 2 within existing VC's by dynamic window ad-
a a Jjustments
g - dynamic scheduling of packets according to
z origination/transit /destination traffic
- dynamic routing to detour a congested link or
l node .
' ' ' ' Congestion control phenomenons are nonstation-
ary by their nature, they require therefore a
transient analysis. Models for the basic con-
gestion effects and their analysis have been
Fig.6. Model of packet buffer. management analyzed only recently [24-27]. A detailed dis-
. . ) cussion on the various problems and their ana-
Within the switch, further details have to be lysis will be included in a forthcoming report
regarded as scheduling of packet processing, [271 .
intermodule packet transmission, and packet buf-
fer management. The latter problem is indica-
ted in Fig.6. The whole packet buffer space is 4. TRANSPORT LEVEL CONTROL MODELS
subdivided into a regiop for individual buffer T . i " f .
arrays which may be dedicated to a particular ]he trinsport feve cozprlses a _unc§12ns re-
packet stream (partioned buffers) and another tated 0 thi,iﬂd‘tgae“ EO?E““‘Cit‘OE $hween
reston wuich o e uses for o streun: Fonctions he s cov o ans thersons of° "
shared buffers). This management allows an SEL- e-
effective protection of low intensive or highly tr?”?POFt‘Connectlons, the mu1t1p1ex1ng/d¢~
prioritized connections against mass traffic multiplexing of several transport connections on
connections; to achieve an effective buffer one network connection, the splitting/recombi-
utilization, the dedicated buffers should be nation of one transport connection on several
limited to a minimum. A good compromise is to network connections, segmenting and reassemb-
use the overflow principle: packets which ling of transport service data units (TSDU) on
cannot be stored momentarily within their dedi- transport protocol data units{TPDU), the end-
cated area may compete for a place within the to-end flow control and the negotiation on

shared buffer area.

Buffer models have been studied in connection

with congestion control (protection of transit
against originating traffic), with storage en-
gineering within message handling systems, and
packet switches as mentioned before (22,23] .

3.3 Congestfon Control

Flow control is used to limit the traffic flow
on a particular Tink (level 2), within a par-
ticular VC (level 3), or within a transport
connection.(level 4). These individual control
mechanisms are gererally not sufficient to pro-
tect a node, a region or the total network
against overload. The set of functions control-

transport service parameters.
4.1 Basic Model

Since the transport service definition has been
completed in late 1983, only a few modelling
approaches are known so far. Fig.7 shows the
basic structure of transport level control
models where the network (i.e. all levels 1 to
3) is included as a submodel. The source model
should comprise the functions of level 5, i.e.
the set-up and take-down requests for network
connections and the arrival of TSDU's. The sink
model should include details on the arrival
buffer area and the acknowledgement signalling.
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NETWORK SUBMODEL

Fig.7. Basic transport level control model

4.2 End-to-End Control Model

A particular model for the end-to-end control
through a network is shown in Fig.8 [27] . The
source model consists of two Markovian traffic
sources with high (X;) and low rates (Xp). The
sink  model consists of an arrival storage
of maximum capacity S buffers and a Markovian

- server with service rate yg. The traffic flow

" is controlled by two storage levels L1 and L2:
Upon an upward crossing of L1 a control message
is sent back to the source to switch from high
to lTow traffic; another control message is
applied upon downward crossing of L2<Ll to
switch the source from low to high traffic.
The inherent network delays for the control
messages and the data units are lumped together
in one "infinite server" stage IS with an arbi-
trary delay distribution with average 1/;.1N =d.

SOURCE MODEL NETWORK

SINK MODEL
SUBMODEL , ~

Mlt) ARRIVAL

M Q - STORAGE
N e s T T R Qs
L

S L2 Hs

e
i

by

Fig.8. End-to-End Traffic Control Model

40 T T T T v

E{x(t}}
Tao

20

Fig. 9. Control of arrival storage occupancy by
a two-level end-to-end control mechanism

Fig.9 shows the transient results of the average
number of messages within the sink system E[X(t)]
versus time t (all time-related values are norm-
alized to units of the average service time l/uS).
At time t=10 the input rate A switches from
0.5 to 6.0 (overload burst of a duration of g0
time units). The throttled arrival rate A, has
been set to zero, the arrival storage capacity
is $=40 and the average network delay d = 10.

Without an end-to-end control, E[X(t)] would
quickly reach the saturation of about 41 caus-
ing heavy lesses at the arrival storage which -
in turn - would cause a high retransmission rate
by the source. Fig. 9 shows how the average occup-
ancy of the arrival storage can be controlled
using a two-level control mechanism with L1=32
and various values of L2 from 28 down to 4.

If L2 is chosen too small, the system starts
oscillating. The overshoot at the beginning is
caused by the large network delay and becomes
smaller with smaller values of d. Parametric

-curves like the ones in Fig. 9 allow an optimum

sizing of the control parameters to get a maxi-

mum}throughput at a low rate of retransmissions
[e7].

5. COMPUTER NETWORK PERFORMANCE ANALYSIS

This section summarizes some analytical perform-
ance evaluation methods. We will refer to stand-
ard analyses for single aqueuing systems, separ-
able queuing networks, various decomposition
techniques, and transient analyses.

5.1 Standard Analysis Methods

For single queuing systems, a rich repertory of
standard methods is known as

- State equatfon technique for Markovian queues
- Imbedded Markov chain method

- Supplementary variable method

- Mean value analysis on the basis of renewal
theory and Little's law )
- Lindley's integral method.

These methods are well documented in standard
queuing books and performance evaluation books
[28, 31].

5.2 Product-Form Queuing Networks

Networks of queues are frequently used to model
traffic problems within computers and computer-
communication systems. Under certain conditions
as

- Markovian .interarrival and service times

- General service times in connection with imme-
diate service start at the arrival of a cus-
tomer at a station (processor sharing, infi-
nite server station, LIF0 preemptive resume)

- wWork conserving routing strategies.

the vector state probabilities can be factored
as a product of state probabilities of isolated
stations (separable queuing networks). Addition-
ally, different classes of customers, state-de-
pendent arrival and service rates, and popula-
tion size constraints may be allowed [297. Such
networks show some remarkable properties of ro-
bustness, local balance, and aggregation of a
station's residual network to a single comple-
mentary station [33], the so-called Norton's
theorem for product-form queuing networks. The
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problem arises in the numerical evaluation of
the state probabilities and derived performance
criteria. For closed networks the problem can
be reduced to the calculation of the normali-
zing factor (partition function). The mean-
value analysis [30] and efficient computational
algorithms [32] enhance this problem greatly.

Product-form networks allow the analysis of a
number of application problems as flow control
{11, multiprogrammed computer systems with aut-
omatic page-1/0 [31], or the modelling of arbi-
trary delays. However, there is a great number
of problems where this class of networks does
not apply. This is usually the field of approx-
imations.

5.3 Decomposition Techniques

Decomposition is used to reduce the complexity
of a queuing network by aggregation or disag-
gregation. -

a) Nearly Decomposable Networks

Exact aggregations are only known for product-
form queuing networks [33] and some other spec-
ial cases. If a network contains parts with a
short-term dynamic while the interaction bet-
ween these parts has long-term dynamics, then
these parts will reach an equilibrium after
each interaction. Under this assumption, each
of the parts may be analyzed in isolation on
the condition of their current populations. The
giobal balance for the interaction between the
parts of the network allows for the calculation
of the state probability distributions [34].

b) Decomposition by Desciption of the Input
and Output Traffic as Renewal Processes

In this approach, single scations or subnetworks
are analyzed in isolation with respect to their
input/output behavior, e.g., by describing the
interarrival and interdeparture statistics by
renewal point processes or, at least, by their
first and second moments represented by the
flow rates X and the coefficients of variation
¢, see Fig. 10, [35]. In case of open networks,

Sy
Ni*~Ni (APCAQ

&

Fig. 10. Decomposition by input/output processes

the flow rates follow from a system of linear
equations for the conservation of flow for each
station. The coefficients of variation can be
found from the output processes where in case
of networks with feedback an iteration is nec-
essary until consistency is reached. Two basic
operations MERGE and SPLIT have to be performed
under the hypothesis of renewal point processes.
The individual station characteristics as mean
queue size and mean flow time are obtained from
a GI/G/1 - analysis with respect to two moments
only for the arrival and service processes.

To characterize the input and output traffic
more realistically, the nonrenewal nature has

to be considered besides the interarrival and
interdeparture statistics. A successful approach
is the application of Markov-modulated processes,

~ especially the Switched Poisson-Process [38].

¢) Hierarchical Decomposition

This technique uses the basic idea of aggraga-
tion. Subnetworks are defined and described by
some simpler network or - if possible - by a
single service. station with sate~dependent ser-
vice times. The aggregated system generates a
flow-equivalent traffic rather than an inter-
arrival time-equivalent traffic, see Fig. 11.
Repeated application of this method bottom-up
allows the successive reduction of the network
complexity.

QUEUING
SUBNETWORK

Fig. 11. Hierarchical decomposition by
aggregation -

Examples of this technique have been reported
for computer system analysis [43], admission
delay calculations in compter networks with
flow control [36], and end-to-end protocois[1].
This technique is also the key to the analysis
of multi-level computer networks: The link-le-
vel model has to be replaced by a simpler flow-
and delay-equivalent dual-server mode] on the
basis of “virtual transmission times" which in-
clude all effects of the link-level protocol,
see [15]. This aggregated system is now inser-
ted into the network-level model. Within the
network-level model, the network nodes have to
be aggregated in a single server with a MERGE-
operation at the input and a SPLIT-operation at
the output representing the sharing of the node
switch and routing, respectively. On the basis
of this aggregated network-tevel network, net-
work and transport connections may be defined
with their individual Flow-control mechanisms,
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d) Decomposition by Customer Classes

This decomposition is applied to priority queu-
ing networks. Each of the priority stations is
equivalently decomposed into as many single-
class stations as the number of priority classes
indicates. The influence of the other classes on
a particular class is considered in a state-de-
pendent service rate. Thus, the P-class network
is decomposed into P one-class networks; these
networks can be analyzed by the usual queuing
network algorithms [37].

5.4 Transient Analyses

Transient analysis techniques are used in case
of nonstationary traffic flows and overload
control. They are also necessary for the analy-
sis of the d.f. of "life-time" functions as net-
work delays or busy periods.

a) Nonstationary Traffic

Nonstationary traffic can be characterized by a
time-dependent arrival rate A(t). In case of
Markovian systems, the set of Kolmogorov-for-
ward differential equations has to be solved
instead of the set of linear equations for equi-
Tibrium. An analytic solution requires the set
of eigenvalues; this method is limited to models
with a small number of states. For larger state
spaces numerical methods like the Runge-Kutta-
method have to be applied [27].

b) Lire-Time Processes

Waiting times, transit flow times and busy peri-
ods are of finite lengths and can generally be
considered as "life-times". Whereas the average
of these times can always be obtained from a
state probability analysis and Little's law[28],
the distribution function requires a life-time
process analysis.

Network Tife-time distributions have been stu-
died only recently as cycle time distributions
within closed tandem queuing networks or over-
take-free structures of networks [39 - 41]. Un-
fortunately, the combinatorial approaches used

in these cases cannot be applied to networks
with overtaking of customers as in case of feed-
back-type networks with alternate paths or queue
disciplines other than FIFO. The method of first
passage time analysis, however, allows for quite
general networks including overtaking, arbitrary
queue disciplines and state-dependent service
rates (42]. The principle of this method is out-
lined in Fig. 12. We define a set S of "Tife-
states". A customer enters this set at the be-
ginning of the 1ife-time process. The life-time
lasts on as long as the customer stays in S con-
tinuously. The life-states and their transitions
have to he constructed such, that all other cus-
tomers who may influence the life-time of the
considered one are represented. The life-time
may terminate from each of the states in S in
general as, e.g., by completing a cycle time or
termination of a busy period of a server. Then,
the considered customer enters the taboo set H
of "absorbing states".

ENTRANCE
TEST CUSTOMER

TABOO SET
OF
ABSORBING
STATES

Fig. 12. Life-time process analysis

The life-time process can be described by a set
of Kolmogorov-backward differential equations
for conditional life-time d.f!s. Alternatively,
from this set of equations simpler sets of 1i-
near equations for the ordinary moments of the
conditional life-times can be derived. The set
of differential equations may be solved numer-
ically by eigenvalues or by the Runge-Kutta
method. The ordinary moments follow from the
Tinear moment equations which have to be solved
recursively for the orders k=1,2,... The life-
time moments can be used to approximate the
distribution functions of the conditional life-
times.

In case of extended networks with large state
sets, aggregation techniques may be used again
to reduce the complexity, see Fig. 11. However,
the flow-equivalence of an aggregated station
preserves the average life-time only; to appro-
ximate the higher moments accurately, an aug-
mented aggregation technique has to be used
which counts for the variability of the transit
time of a test customer entering the aggregated
subsystem.

CONCLUSION

In this paper various queuing models for compu-
ter networks have been reviewed describing
traffic problems within the communications pro-
tocol levels 1-4. Besides some fundamental ana-
lytical performance analysis methods, hierarchi-
cal decomposition techniques are adequate to
analyze global models which include several
protocol levels. Additional to the usual equi-
1ibrium state analysis, nonstationary traffic
problems are important in cases of dynamic
overload control or in case of finite Tife-
times. Some examples have been given demon-
strating the implications protocols may burden
on resource useability. These results may be
applied for optimum sizing of network re-
sources, adjustment of protocol parameters

and computer network planning.
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