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ABSTRACT 
Resource Virtualization and Load Balancing are main objectives to 
reduce the power consumption and to improve the performance of 
large data centers (DC).  . The management of Cloud Data Centers 
(CDC) requires an accurate planning and an efficient use of system 
resources  in  order  to  save  energy  consumption  ("greening"),  to 
provide Quality of Service (QoS), and to meet negotiated Service 
Level Agreements (SLA).  This contribution addresses the question 
of modeling and the development of generic queuing models for 
energy-efficient  use of  resources for  dynamic load balancing  in 
virtualized CDCs. Performance models are developed for energy 
efficiency  through  automatic  Server  Consolidation,  Dynamic 
Voltage  and  Frequency  Scaling  (DVFS)  under  Static  Load 
Balancing;  Dynamic  Load  Balancing  can  be  achieved  through 
Virtual Machine  (VM) migrations. The analysis of such models 
provides quantitative performance figures upon which the system 
operation can be optimized with respect to  guaranteed real-time 
performance and energy efficiency under prescribed SLAs. 

Categories and Subject Descriptor 

Systems  Organization: Distributed  Architectures,  Real-time 
Systems. Information  Systems:  Database Performance 
Evaluation. Hardware: Power and Energy.

Keywords 
Cloud data centers, server consolidation, load balancing, process 
migration,  VM  migration,  service  level  agreements,  queuing 
systems, performance modeling. 

1. INTRODUCTION
Cloud  Data  Centers  are  increasingly  integrated  in  our  ICT

infrastructures  for storage of application or network  configuration 
data,  for  efficient  searching,  for  processing  of  mass  data  (“Big 
Data”), as well as for providing application processing functions 
(Software-as-a-Service (SaaS), "Apps"). The number of processing 
resources  can  be  reduced  considerably  through  the  method  of 
Virtualization which leads generally to a more economic use of 
processing resources. Energy can be saved either through Server 
Consolidation  by  switching-off/sleep  mode  of   servers  or  by 
throttling down the processor speed through Dynamic Voltage and 
Frequency Scaling (DVFS) if the current load does not require all 
fully activated servers of the configured physical server systems. 
Temporary  overload  situations,  caused  through the  volatile  user 
load, can be in principle avoided by rejection of new jobs which 

causes  a  temporal  shift  of  load  to  lower  loaded  periods  which 
worsens the QoS  and energy efficiency. A much better solution 
provides the method of  Load Balancing (LB) through job (or 
VM)  migration  when  a  new  job  can  be  transferred  to  another 
server system of the local DC or to a server system of a foreign DC 
when all servers of the local DC are currently occupied and as long 
as  the  negotiated  Service  Level  Agreement  (SLA)  is  still  met 
("Dynamic" LB). VM migrations can be initiated either (1) at the 
instant of arrival or (2) during processing (“VM Life Migration”); 
the  latter  one  is  currently  intensively  discussed  and  requires 
additional  pre-copy  or  post-copy  actions.  Reactions  to  sporadic 
overload situations by re-configuring the physical server systems 
are unreasonable as they require too much time and energy and are 
being  left  to  adapt  to  slowly  changing  average  load  variations 
("Static" LB).  Larger periods of overload should be avoided as 
they may lead to server outages triggered by heat sensors to protect 
physical  device  damage.  In  the  past,  system  managers  were 
conservative with respect to dynamic resource management such 
as  server  consolidation;  but  the  situation  has  changed  through 
technological improvements and governmental regulations (Energy 
Policy Act) which enforces a higher dynamic system monitoring 
and management.

     DCs have been used in the past mostly for data storage and  
powerful  job  processing  without  strict  latency  restrictions. 
Advanced  CDC  applications  require  fast  access  to  quickly 
changing  state  data,  network  loads  or  for  fast  reactions  to 
breakdowns or emergency events with a strictly bounded reaction 
time (Real-time Performance).  Applications of this kind are in 
Software  Defined  Networking  (SDN)  with  Open  Flow  in  the 
Future Internet and in Smart Grid environments. For that reason 
we will focus our interests on both Energy Efficiency  and Real- 
time Performance simultaneously. The complexity of the problem, 
originating  from  huge  numbers  of  servers,  operating  and 
management functions, load characteristics under consideration of 
QoS and SLA conditions makes experimentation quite difficult for 
parametric studies.  We attempt,  therefore,  a modeling approach 
where we restrict ourselves to generic functional modules as one or 
several groups of server systems and the most important system 
and load parameters in order to understand their principal influence 
on the energy efficiency and on the performance.  These models 
can be analyzed either mathematically or they can be evaluated by 
simulation  techniques.  Finally,  modeling  methods  need  to  be 
validated  against  results  derived  from experimental  benchmarks 
from real systems; these are costly and generally less appropriate 
for research, design and resource planning.
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    Data Centers have been around for several decades and have 
been subjected  to energy efficiency and performance studies. New 
technologies provide powerful multi-core/ multi-processor systems 
with huge storage capacities where the access is supported through 
powerful  storage  area  networks.  Compute  power  and  storage 
capacity is still growing exponentially according "Moore's Law". 
For the operational management DCs are topologically structured 
into  physical  server  systems  which  are  interconnected  through 
edge and aggregation switching racks forming server farms which 
are  controlled  flexibly  by  operating  software.  Distant  DCs  are 
interconnected  through  a  high-speed  packet  network  (internet). 
This allows a modular decomposition of Cloud Data Centers into 
subsystems as  physical server clusters ("Server Systems", SS) and 
interconnection  network  links  between  DCs  where  the  arriving 
jobs  ("Virtual  Machines",  VM)  are  characterized  by  their 
processing and storage demands)  which are scheduled for service 
by VM Monitor  ("Hypervisor") and Cluster Control software.

     Research on cloud computing has started just about 15 years 
ago and has increased since then tremendously according to the 
rapid  acceptance  of  cloud  technology.  The  applied  operational 
strategies  follow certainly  the  wisdom of  operating  system job 
scheduling, but the complex interaction with non-IT equipment (as 
cooling  systems  and  power  supply)  requires  experimentally 
approved strategies. DCs are today characterized by an aggregated 
criterion,  the  so-called  "DC Power  Usage  Effectiveness"  (PUE) 
which  expresses  the  ratio  between  the  "IT  based  energy 
consumption" and the "Total DC energy consumption"; the PUE 
has  varied  typically  between  1.5  and  3,  but  current  values  of 
Google and Facebook DCs direct to values between 1.0 and 1.2 
which reflects the influence of greening strategies. Another totally 
different  strategy   has  been  followed  by  placing  huge  globally 
operating  DCs  into  arctic  regions  where  the  annual  average 
temperature level is significantly lower than in the lower latitude 
regions around the equator.

  Dynamic  load  balancing  aims  at  a  better  use  of  the  current 
resource  configuration  or  for  reasons  to  meet  real-time  service 
conditions with respect  to  the response time.  Load balancing is 
usually achieved through  static server system configurations, but 
this is not adaptable to quick load variations. Virtualization allows 
for a more economic use of servers through server consolidation, 
but it may cause severe server "hot spots" of power consumption 
originating from the dynamic workload offered to the DC which 
may overload the DC cooling systems and, thus, leading to system 
down times  and a worsened DC PUE. For this reason  dynamic 
(automatic)  server  consolidation methods are  required by which 
the frequency of server activations/deactivations can be reduced 
which contributes to a much smoother server usage dynamics and 
smaller  hot  spot  risk,  but  which should still  meet  the  real-time 
SLAs. Such methods can be additionally complemented with the 
Load Balancing strategies between different Server Systems (SS) 
of the home DC or a foreign DC.

     The remaining part of the paper ia as follows: In Section 2 the 
state of the art in the area of CDCs with server consolidation and 
load balancing mechanisms will be outlined. Section 3 addresses 
modeling  aspects  of  CDC  with  respect  to  methods  of  server 
consolidation and load balancing under  the aim of  performance 
with respect to prescribed QoS and SLA requirements. In Section 4 
an overview is given on solution approaches for their mathematical 
analysis. More details on the analysis methods can be found in the 
literature references. The paper closes with concluding remarks on 
the use and capabilities of performance modeling for CDCs.

 2.  STATE  OF  THE  ART     

     The state of the art in DC technology can be found in standard  
text  books  on  computer  science  and  computer  engineering; 
more specific information on server technologies and performance 
can be found  in [1-4] and on White Papers of vendor companies, 
see, e.g. [5-7]. Analytic models for server consolidation are mainly 
based  on  multi-server  queuing  models.  Queuing  theory,  also 
known as Teletraffic Theory, has more than 100 years of history, 
starting with the works of A.K. Erlang 1917 on the n-server loss 
system  and  the  n-server  delay  system  under  Markovian  traffic 
conditions, i.e. negative-exponentially ("memoryless") interarrival 
and service processes. A huge amount of publications has appeared 
since then on single stage queuing systems, queuing networks and 
application-specific  service  models.  Fundamental  publications 
have appeared in the Journal of Operations Research and in many 
other Journals of IEEE, ACM and on international conferences as 
the  Int.  Teletraffic  Congresses  (ITC,  since  1955)  or  of  ACM 
Sigmetrics.  Queuing  theory  has  addressed  a  wide  spectrum  of 
applications  and  is  recognized  as  a  powerful  methodology  to 
model  and  anlayze  service  systems  (computer  systems, 
communication networks)  operating under  stochastically varying 
arrival and service processes and system operation schedules, see, 
e.g., [8-9]. Many results and methods have been applied and are 
part  of  engineering  procedures  for  resource  sizing  and  network 
planning. In the following references are only made to publications 
in the context of DC applications. 

     Server consolidation without activation overhead and without 
hysteresis-based activations and deactivations can be modeled by 
simple n-server delay systems of the type GI/G/n, especially under 
specific arrival processes  of GI and special  service processes  G 
( Markovian, Phase-type , Deterministic), see [8-9]. Results are on 
the average server utilization Y ("carried traffic"), the probabilities 
of delay W and loss B (in delay-loss systems), the average delay 
and on the distribution function (DF) W(t) of the waiting times.  
From these results it is easy to find the energy efficiency for DCs 
under  server  consolidation  operation  without  or  with  server 
activation  times  after  a  switched-off  or  after  a  sleeping  period. 
Various  papers  have  appeared  on  such  models  under  specific 
model assumptions without server setup times [10] and with server 
setup  times  [11].  DVFS  can  easily  be  modeled  by  a  state-
dependent service rate .

     Server consolidation models with a hysteresis-based operation 
are adequate to model memory on the past. The first basic model 
has  been applied in  context  with overload control  strategies  for 
computer controlled switching systems in our own research group 
[12];  the  hysteresis  avoids  frequent  activations  of  the  overload 
strategy at  the critical  point  between normal load and overload. 
The principle of hysteresis has been applied to server consolidation 
in  three  seminal  theoretical  contributions  by  J.  Keilson  and  L. 
Golubchik [13-15] where exact solutions have been derived by the 
methods of Green's Function on half-lettice Markov Chains and by 
Markov Chains  with  Ergodic  Compensation  Rates,  respectively. 
The exact solutions are difficult to exploit and have been applied to 
very  small  systems  only.  In  [16-20]  a  systematic  method  for 
developing  hysteresis-based  consolidation  algorithms  for 
automatic DC applications has been suggested for queuing systems 
which  are  controlled  by  a  Finite  State  Machine  (FSM).  This 
approach allows a fast recursive computation of the probabilities of 
state and is not only computationally feasible, but considers also 
given SLAs based on prescribed  mean or  on  percentiles  of  the 



response times of arriving VM jobs, hot and cold stand-by server 
operation  and  DVFS.  The  FSM-based  algorithm  can  easily  be 
implemented in the server management control software.  

      Dynamic LB  models are based on the principle of cooperation  
between  different  server  systems  in  order  to  reduce  overload 
situations  which  result  out  of  the  volatile  character  of  the  job 
arrivals  and  their  processing  times.  Load  balancing  is  achieved 
through VM migration to a currently under-utilized server system 
of the home DC or even a foreign DC. This  principle is by no 
means a new concept and has been intensively applied for dynamic 
routing in telecommunication networks,  known as "overflow", see 
references  [21-23].  VM  migration  requires,  however,  server 
systems with buffering and overflow; finite buffer queuing models 
with overflow have been analyzed by various methods through a 
full state analysis or by the characterization of the overflow traffic 
by higher moments [24-28]. 

    Dynamic LB through  VM Life Migration  is currently a hot 
topic. This method may be useful for VMs with large processing 
times  during  which  the  overall  system states  may  have  caused 
bottleneck  effects;  shifting  such  jobs  to  another  physical  server 
system  may  help  to  overcome  this  situation,  but  it  requires 
additional  overhead through pre-copy or  post-copy actions.  The 
pre-copy scenario  requires  at first a resource reservation at the 
target  server  and  some  pre-copy  actions  to  transfer  the  "dirty" 
memory pages before the job is continued at the target server. In 
the  post-copy  scenario  the  minimum  register  and  I/O  state  is 
transferred to the target server to continue processing during which 
the residual pages are copied from the source server to the target 
server.  More  details  can  be  found  in  [4,  29-31].  Analytic 
performance studies are still in an initial phase.

3.  MODELING

3.1 Modeling of  Server Consolidation

     We consider a queuing model with n servers and a finite 
buffer space for up to s jobs (or VMs), c.f. Fig.1 We consider 
this  queuing  system as  being  controlled  by  a  Finite  State 
Machine (FSM), whose state is denoted by two parameters 
(x,z).  where x indicates the number of actively processing 
servers and  z the  number of arrived and buffered jobs where 

nx0  ,  z0 w(x), x = 0,1,...,n, with w(0) = 0 and w(n) 

= s. s is the total buffer capacity required for meeting the SLA 
in  the  worst  case  of  starting  to  wait  from the  last  buffer 
position. If a new job arrives at state (n,s) it will be rejected 
(lost) as its SLA cannot be met. For models without hysteresis 
no  acceptance  levels  for  new  jobs  in  server  state  x  are 
required as long as x <  n; for x = n  the acceptance level for a 
new arriving job is w(n)-1 = s-1, i.e., we describe the system 
simply by the number of jobs in the system. For models with 
hysteresis  the  threshold  values  w(x)  indicate the  maximum 
number of jobs which can be in the queue in server state x; 
they are staggered by constant values w, i.e., w(1) = w, w(2) = 
2w, ..., w(n-1)  = (n-1)w and define the maximum number of 
VMs which can be queued  in state  x.  The value of w is 
chosen such that a new job which is arriving in the worst case 
at state (x, w(x)  -1) and needing an average service time h = 
1/ will have to wait no longer than the time tW0 = hw until its 
service begin when the mean response time of waiting jobs is 
used  as  QoS  value  under  the  strict  queue  disipline  FIFO 

(First-In, First-Out). This time is constituted by the time until 
the first of the jobs met in service terminates (minimum of all 
residual service times) and the time that all jobs being met in 
the queue at the arrival of the considered new job have started 
service.  If tW0   is the required mean response time as  QoS 
value, w can be chosen accordingly as w = tW0/h  1. If a 
new job arrives at state (x,  w(x)) a new server is activated 
immediately and the new service rate is (x+1), i.e., this job 
has to wait (w(x) +1)h/(x+1)  tW0  in average. These results 
hold  exactly  only  for  jobs  with  negative-exponentially 
distributed  service  times  under  a  Markovian  job  arrival 
process  regime   (G  =  M),  i.e.,  a  Poisson   process  with 
negative-exponentially  distributed   interarrival  times  with 
mean interarrival  time 1/ but can be extended to general 
service times for n =1 and approximately estimated for multi-
server systems.

Fig.1. Queuing Model for Server Consolidation

    The  described   model  of  an  n-server  system  with  a 
staggered  hysteresis  in  the  upward  direction  of  the  state-
transition-diagram  (STD)   reduces  the  number  of  server 
activations by buffering new arriving jobs as  long as  their 
SLA is still met and activates a new server only after crossing 
the  threshold  value  w(x) of  buffered  jobs  in  state  x. 
Deactivations  of  servers  are  only  applied,  when  a  server 
becomes idle and the queue is empty, which guarantees the 
fastest  job  processing  speed  in  state  x.  Buffering  of  jobs 
arriving in states x < n effects a lower activation/deactivation 
rate  of servers  and,  thus,  smooths the server  activities and 
saves  energy  for  activation/deactivation.  The  model  was 
introduced  first  in  [16-18] and has  been extended later  by 
explicit consideration of finite activation times, hot and cold 
stand-by of servers and even Dynamic Voltage and Frequency 
Scaling (DVFS) [20]. Another effect of the consideration of 
the mean response times as SLA is a rather flat and almost 
constant average response time over a large range of server 
occupancies between zero and the  capacity limit. The SLA 



 

 

 

 



Erlangian  DF  of  degree  kj =  xj*  -  nj +  1,  i.e.,  from  kj 

exponential phases each with average hj/nj. As the DF of TM 

is generally not known, a proper assumption has to be made; 
in  the  most  optimistic  case  TM  could  be  assumed  to  be 
constant tM; in that case, the response time DF is a shifted 
Erlangian DF. If the conditions at both DCs cannot be met, 
the arriving job has to be rejected. 

3.2.2  Shortest Response Time First (SRTF)   

    A special case of this strategy has already gained some 
research  interest,  better  known under  the  name  “Join  the 
Shortest Queue” (JSQ), see, e.g., references [32-37]. By this 
strategy, several  single or multi-queue server  systems with 
identical service  time  distributions  and identical server 
numbers are considered. An arriving job is assigned to the 
currently shortest queue; in case of identical queue lengths, 
an  equal  probabilistic  assignment  is  applied.  The  exact 
analysis  is  not  completely  known  even  under  Markovian 
traffic  assumptions.  The  attraction  of  this  policy  is  its 
guarantee  of the absolutely shortest  delay and its  intrinsic 
strategy to balance the queue lengths instantaneously..  We 
will consider a generalized strategy of JSQ as an alternative 
to the LSSF policy above under a modified condition acc. to 
the propositions of this paper, i.e., to guarantee given SLAs 
by scheduling the arriving job to that SS which provides the 
Shortest Response Time (SRTF) and allowing heterogeneous 
server  groups  with  different  numbers  of  servers,  different 
buffer  capacities,  and  even  different  server  speeds.  Fig.  3 
shows the server system arrangement.

Fig. 3.  System Model for two Server Systems under SRTF

       The operation of the queuing model is as follows:

*   An  arriving job (VM), is assigned to that server system 
with  the  smallest  number  of  busy  servers,  if  at  least  one 
server is still idle in each SS. In principle, the arriving job 
could be assigned to any SS as the response time is zero in 

that  case,  but  the  assignment  to  that  SS with  the smaller 
number of busy servers enforces a  better load balancing.

*    If only one SS has fully occupied servers, the arriving job 
is assigned to the complementary SS.

*    If all servers of both SSs are fully occupied the arriving 
job is assigned  to that  SS which provides the shortest mean 
response time, i.e. acc. to the following condition:

             min{(x1 - n1 + 1)h1/n1 , (x2 - n2 +1)h2/n2 } .

*     If both queues are completely filled, the arriving job will 
be lost.

    The SRTF strategy provides the best load balancing, but 
requires  a  higher overhead  as  each  arriving job has  to be 
scheduled according to the condition above. However, this 
strategy outperforms all other scheduling strategies.

4.  MATHEMATICAL  ANALYSIS

    The  mathematical  analysis  is  limited  to  Markovian 
assumptions, i.e., to negative-exponentially distributed inter-
arrival  and  service  times.  The  system  operation  is 
represented  by  the  method  of  State-Transition-Diagrams 
(STD) where  states are represented by nodes (vertices) and 
transitions  are  represented  by  arcs  (edges)  of  a  directed 
graph.  This  representation  holds  generally, independent  of 
the specific traffic assumptions. Transitions are annotated by 
transition  rates  in  case  of  Markovian  traffic  assumptions 
where the STD acts as representation of a multi-dimensional 
Markov  Chain.  For  all  models  introduced  in  Section  3.1 
exact  solutions  for  the  probabilities  of  state  have  been 
derived  through  a  novel  recursive  algorithm  for  the 
hysteresis-based  server  consolidation models  with hot  and 
cold stand-by and DVFS [20]. For the load balancing models 
introduced in Section 3.2 no closed-form solutions exist; the 
state  probabilities  are  solved exactly  from the equilibrium 
balance  equations  through  numerical  computations; 
approximate  solutions  have  been  developed  based  on 
simplifying  hypotheses  with   high  accuracy  .  From  the 
probabilities  of  state  the  most  important  QoS  metrics  are 
derived straightforwardly as

 * the probabilities of delay, loss, and job migration

 * the average server utilizations and average queue lengths

 * the average and the distribution function of response times

 * energy efficiency metrics dependent on the system load

For models  with general  distribution types of arrivals  and 
services (G) the performance can be analyzed by computer 
simulations using the OMNeT simulation tool to study the 
effects of non-Markovian traffic assumptions.      

5.   CONCLUSIONS

     In this contribution current research activities have been 
reviewed  for  the  analysis  of  cloud data centers  controlled 
under operational schedules for energy efficiency and load 
balancing for real-time performance. Energy efficiency can 
be achieved through server  consolidation schemes through 
which  servers  are  either  switched-off,  operated  in  a  low 
power  sleep  mode  or  being  throttled  down  by  dynamic 



voltage  and  frequency  scaling  and  which  need  additional 
energy  and  time  for  activation  or  warm-up,  respectively. 
Load  balancing  mechanisms  aim  at  defeating  sporadic 
overload situations and can be modeled by VM migration 
between  different  server  systems.  For  VM migration  two 
novel models have been suggested, which can be analyzed 
exactly  under  Markovian  traffic  assumptions.  Modeling 
methodology  and  their  results  are  adequate  to  describe 
complex cloud data center configurations and to study their 
real-time  performance  quantitatively  under  QoS  and  SLA 
conditions.  The  results  of  such  studies  provide  a  deeper 
insight  in  performance  and  effectiveness  on  the  energy 
efficiency.  There  is  no  other  method available  by  which 
these challenges can be met.
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