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The operation of large Data Centers (DC) with thousands of servers is very costly in terms of
energy consumption and cooling requirements. Currently, major efforts can be observed
for server virtualization and consolidation to approach a proportionality between compu-
tation amount and energy consumption. In this contribution, a generalized model is pre-
sented which allows an automatic server consolidation by a load-dependent control of
server activations using multi-parallel hysteresis thresholds, cold and hot server stand-
by, and Dynamic Voltage and Frequency Scaling (DVFS). For the energy-efficiency and per-
formance analysis, a multi-server queuing model is defined which is controlled by a Finite
State Machine (FSM). The parameters of the queuing model are defined such that Service
Level Agreements (SLA, e.g. as mean or percentiles of response times) are guaranteed
except for overload conditions. The queuing model can be exactly analyzed under Markov-
ian process assumptions from which all relevant quality of service (QoS) and energy effi-
ciency (EE) metrics are derived. Numerical results are provided which demonstrate the
applicability of the proposed model for the DC management, in particular to theoretically
quantify the tradeoff between the conflicting aims of EE and QoS.

© 2014 Published by Elsevier B.V.
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1. Introduction

High-speed fixed, mobile and wireless networks, web-
based, social and multi-media applications are the driving
forces of the currently ongoing paradigm shift from a com-
munication-centric to an information-centric internet. Tra-
ditional IT infrastructures are challenged by cloud
networks with distributed data centers which make full
use of multi-core processing and huge storage capacities
allowing fast access to data, search and business process
applications. The huge energy demand of these data cen-
ters contributes significantly to the energy consumption
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and the “carbon foot print” and caused world-wide efforts
to the “Green ICT” movement.

Energy efficiency can be improved on quite different
levels: device level by a steady miniaturization of transis-
tor elements, on the circuit/chip level by low-power circuit
design, on the network level through efficient use of band-
width by modulation and coding, switching and routing
protocols, on the application level by energy-aware user
behavior, and on the systems level by system operation
management. This paper addresses energy efficiency man-
agement, specifically through modeling and quantitative
analysis by stochastic queuing theory. In this approach,
energy-consuming resources are modeled as “servers”
(e.g., a processing device which executes a task) and “buf-
fers”. The energy consumption of a processor is usually
simplified by a constant representing the average con-
sumption during processing. Variable energy consumption
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through, e.g., dynamic pipeline operations or caching,
belong to a lower level closer to the hardware and require
more knowledge on the underlying application program
and will not be considered in this contribution. The
dynamic behavior of a whole data center or of specific ser-
ver groups is modeled by “stochastic arrival processes” of
processing tasks and task execution times are modeled
by “stochastic service times”. Tasks which cannot be exe-
cuted immediately are buffered in a “queue”.

Actions for energy efficient operations on the systems
level are deactivations at low-load situations and activa-
tions at high-load situations, sleep mode (non-operative
mode, e.g. by lowering the power supply to avoid booting
in case of reactivation), or slow-mode operation by clock
frequency throttling; the latter two operations are known
as Dynamic Voltage and Frequency Scaling (DVFS). Control
actions on multiple servers aim at resource management
through adaptive assignment of tasks to server groups by
virtualization methods, server consolidation by activity
monitoring and deactivation of servers, by load sharing
for tasks among different processors (scheduling), or by
load balancing through shifting tasks to other virtual
machines of the same or of remote data centers (task or
process migration).

Energy efficiency has become a hot research topic in the
recent years reflected by high publication activities. Most
contributions address architecture, measurement and
management issues, c.f. [1-4]. Another group of papers
approach the problem by modeling and queuing theory,
see, e.g. [ 5], where the data center is modeled by a multi-
server queuing system. Self-adaptive server consolidations
have been suggested and modeled by the authors on the
basis of hysteresis mechanisms by FSM-controlled queuing
systems [6-8] and applied to load balancing [13]. The cur-
rent paper is a revised and extended version of a confer-
ence paper [14]; it presents a more detailed modeling
approach for multi-server queuing systems which are con-
trolled by a Finite State Machine allowing automatic adap-
tion to the load level and a detailed consideration of
specific control schemes and overhead involved with
dynamic server activations.

The rest of the paper is structured as follows: In Sec-
tion 2, the structure and the parameters of the queuing
model are presented together with the design criteria for
the intended operation mode of the FSM which controls
the adaptive algorithms for power saving. In Section 3, a
short review is given over existing literature on queuing
models with hysteresis control. For the generalized model,
we have developed a new recursive solution algorithm
which allows for an effective calculation of the probabili-
ties of state for an arbitrarily large number of servers and
the most characteristic performance and energy consump-
tion values. Finally, Section 4 provides a numerical case
study and discusses the parametric influences on the
performance.

2. Queuing model

According to the stated features of the DC queuing model,
we have to construct the State Transition Diagram (STD) of

the FSM in a systematic way. For this, the following charac-
teristics have to be satisfied by the FSM:

(1) Multiple hysteresis thresholds to avoid frequent
oscillations between activations and deactivations
of server resources to serve stochastically varying
service requests and for an automatic self-adapta-
tion to highly volatile load variations.

(2) Throttling of new server activations upon short load
bursts by buffering of the requests up to scalable
upper thresholds.

(3) Serving of task requests with the maximum service
rate of the activated servers to keep delays as small
as possible as long as (4) is not affected.

(4) Threshold parameters of the hystereses have to be
set such that a prescribed Service Level Agreement
(SLA) is guaranteed except for overload situations.
Overload situations are defined when all servers
are already activated and new requests could not
be served under the given SLA.

(5) Throttling of server deactivations when the queue of
waiting task requests falls below of a scalable lower
threshold (implemented by the DFS principle).

(6) Consideration of two different deactivation modes:

(6.1) If a server becomes idle, it will be set in a
sleep mode with lower power consumption
from which it can be reactivated quickly
(“warmup”) without booting (“hot stand-by
mode”, HSB).

(6.2) If a server becomes idle, it will be completely
deactivated (switched-off) and has to be
booted again if a new server activation is
required (“cold stand-by mode”, CSB).

(7) Sleeping or deactivated servers are activated again
at the instant of a task request arrival and under a
predefined threshold for buffered requests.

(7.1) In case of a sleeping server, activation takes a
short warmup time.

(7.2) In case of a deactivated (switched-off) server,
activation requires a longer activation time
for booting. Activated or reactivated servers
start servicing buffered requests immediately
after booting or warmup according to the
FIFO (First-In, First-Out) queue discipline.

STDs for multiple serial and parallel hystereses without
activation overhead and without DVFS were reported in
[6,7] and extended to activation overhead in [8] by the
authors. This paper extends these results with respect to
DVEFS, cold and hot stand-by.

Fig. 1 shows a generic queuing model with dynamic
activations/deactivations of servers acc. to [6-8] for gener-
ally distributed task requests (Arrival Process Type G, arri-
val rate / tasks/s), generally distributed task service times
(Service Process Type G, maximum service rate p per acti-
vated server), buffer with capacity s, the Finite State
Machine (FSM), a server group with n servers, and a sched-
uler. The state of the queuing system is indicated by the
vector (X, Z), where X denotes the current number of busy
(i.e., service executing) servers and Z of waiting task
requests. The variables X and Z are reported to the FSM
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Fig. 1. General queuing model for DC servers, buffers and control.

which controls the operation on the servers as activation,
deactivation/sleeping, and service commands which are
executed by the scheduler. X and Z are considered as ran-
dom variables.

The model of Fig. 1 is implemented for simulation
where arbitrary arrival and service processes can be
assumed. For the analytical performance evaluation we
will restrict ourselves to Markovian arrival and service pro-
cesses, i.e., negative-exponentially distributed interarrival,
service, warm-up or booting times, respectively.

In Fig. 2, the STD is presented for the case of Markovian
arrival and service processes (quasi 2-dimensional Markov
Chain).

The many features of the DC model stated above lead toa
more complex STD of the FSM which is captured by two
sorts of states distinguished by shading. Consider first the
lower-right section of states (circles) which are white (not
shaded). This is the model for zero overhead for server acti-
vations/deactivations, i.e., when the DC is operated in an
ideal CSB mode without sleeping. (Note: In that case a new
arrival at the border states (0,0), (x, w®), x=1,2,...,n — 1,
where wy = w(? = 0, w; = w'" leads to an immediate server
activation by a horizontal transition arrow into state (1,0),
(x+1, w¥), x=1,2,...,n — 1), respectively, not shown in
Fig. 2, c.f. the earlier paper [7].)

The threshold values w'*) can be derived from given SLA,
indicated either by mean response time or even by a percen-
tile of the response time distribution function. If the mean
response ty, of an arriving request which has to wait is cho-
sen as SLA, w¥ follows from the following worst-case obser-
vation: If the new arrival meets state (x, w® — 1) it has to
wait in average not longer than w®)/xu because of FIFO
queue discipline which results in w* = tyoxp, x =1,2,...,n.
In this case, the integer-valued threshold values w'* for ser-
ver activations are increased stepwise with x by w = t,,op.

This model meets already the characteristics (1)-(4) as
stated above. Characteristics (5)-(7) are met by the

extension of Fig. 2 by the shaded states. The highlighted
transition arrows indicate the events of a server starting
processing or becoming inactive (switched-off or going to
sleep).

The extended STD of Fig. 2 by the shaded states reflects
the further features (5)-(7) of the requirements stated
above. The circles indicate the actual state; the blank cir-
cles (x, z) indicate currently x processing servers and z
waiting task requests, where all other servers are switched
off or they are sleeping. The shaded states indicate all those
states where one or several servers are presently either in
the activation phase (“booting”) for CSB mode or in the
warmup phase for HSB mode of operations. The state var-
iable x for the shaded states implies that up to (n — x) serv-
ers are in booting or in warmup phase whose averages
differ only in the value 1/a. For example, the shaded state
(1, wy + 1) means that still one server is processing, but one
server is in the activation phase (i.e., booting or warmup).
The activation transition is, accordingly, annotated by “A”
on the corresponding transition from state (1, w;) to (1,
wiy +1). (Note: To avoid a 3-dimensional state description
we have used shading which indicates currently ongoing
server activations, i.e. either in warmup after sleeping or
in booting after being switched off.) The number of servers
which are currently in the process of activation follow
implicitly from the STD as servers are triggered for activa-
tion at the same system state levels (x + z) of the hystereses
as in case without activation overhead. The actual number
x4 of servers being in a booting or warmup phase for a

shaded state (x, z) is x4 = (%) Transitions marked by

“A” indicate the activation of an idle or sleeping server.
Transitions marked by “D” indicate the deactivation of a
busy server or a server during its activation phase.

State transitions are represented by annotated arrows.
The annotations indicate the transition rates 4 (for a new
arrival of a task request) and g, (for a server termination
with the aggregated termination rate of all x busy servers).
In all cases without DFS p, = x * u. In the case DFS, the ser-
ver termination rates can be modified

W, =xxu forz>2z
W, =xxu forz<z

where z* indicates the queue state up to which the server
speed is reduced by DFS, x=1,2,...,n, and p*<p the
reduced service rate. (Note: Simple settings can be z*=0
or 1.) Note, that this model is based on a state-dependent
DFS, while other implementations reported in the litera-
ture are based on time-dependent DFS.

Server activations in the ideal system with zero over-
head are triggered at states (x, w®®), where w® = w; + w, +
-+ + Wy x=1,2,...,n — 1, indicate the queue thresholds for
triggering the next server activation (or reactivation), while
wy denotes the threshold increase for buffering new arriving
task requests in the state of x busy servers (boundary values
wp =0, w, = 5). The activation thresholds for non-zero acti-
vation overhead are based on the identical system state
level (x +z) as in case of zero overhead.

State transitions caused by the end of a warmup phase
/booting phase of a deactivated server are indicated by
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Fig. 2. State transition diagram for multiple parallel hystereses, activated and deactivated/sleeping servers and dynamic activation/deactivation of servers.

y * o, where y indicates the number of servers being simul-
taneously in the phase of warmup/booting. The difference
between warmup and booting lies only in the choice of a:
Small values of o indicate the (longer) booting phase, while
larger values of « indicate the (shorter) warmup phase. We
assume that both warmup and booting phases are nega-
tive-exponentially distributed with mean 1/x. In this
paper, we consider deactivations either as switching-off
(CSB mode) or as turning to sleep (HSB mode).

3. Performance analysis

The queuing model defined in Section 2 will be
analyzed mathematically under Markovian process

assumptions. For general arrival and service processes no
exact method exists; this case is analyzed by event-by-
event simulations.

3.1. Theoretical background

Markovian queueing models with hysteresis thresholds
have repeatedly appeared in the literature. For a single
hysteresis, Tran-Gia [9] derived a closed-form solution by
use of macro-state aggregation. Generalized models have
been treated by two seminal contributions by Ibe and
Keilson [10] and by Liu and Golubchik [11] based on the
method of Green’s function applied to half-lattice Markov
Chains with ergodic compensation rates or by stochastic
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complementation, respectively. Both arrive at closed-form
solutions for the probabilities of state. The authors of [11]
extended their analysis to the case of non-negligible server
activation times [12]. All these solutions [10-12] are com-
putationally difficult and have been applied only to very
small numbers of servers which is not adequate for our
current applications.

Our Markovian chain models will be analyzed by a new
recursive algorithm. The recursive property of Markov
graphs as the one in Fig. 2 has not been discovered before
and allows a fast computation of the probabilities of state
for arbitrary numbers of servers. It has been applied to var-
ious models with serial and parallel hystereses [6,8,13] and
can be extended to the more general model of Fig. 2 as well.

3.2. Recursive algorithm

The Markov chain of Fig. 2 can be solved recursively
under stationarity according to the following algorithm:

Step 0: Assume p(0,s), e.g. p(0,s) = 1.

Step 1: Balance equations for states (0,s),...,(0,1) yield
p(0,2), z=s —1,...,0, as function of p(0,s).

Step 2: Assume p(x,s) as a parameter, beginning with
x=1.

Step 3: Balance equations for states (x,s),...,(x,1) yield
p(x,z), z=s—1,...,0, as function of p(0,s) and
p(x,s).

Step 4: Balance equation for state (x,0) yields p(x,s) and
successively all p(x,z), z=s—1,...,0, as function
of p(0,s).

Step 5: Repeat Steps 2,3 and 4 for x=2,...,n.

Step 6: Normalization: S°5 5™  p(x,2) = 1 yields p(0,s).

p(x,z) :=p(x,z)*p(0,s) forx=0,....,n;z=0...s

Note: The numerical values of the state probabilities
may stretch over a huge range, dependent on the set of sys-
tem parameters, especially with respect to 4 and s. This
may cause numerical problems and can be solved by
proper truncation of ranges with extremely low values.

3.3. Performance values

From the probabilities of state, the most characteristic
performance values can be derived:

o State distribution of active (busy) servers
S
P(x) = "p(x,2) (1)
z=0
e Average number of busy servers

Ys = En:x -P(x) (2a)
x=1

e Average number of servers in activation phase

n-1 s

YA:XX; >

= z=w¥ 41

0= (2 Wm) (2b)

w

Xa - p(x,z) where

o State distribution of buffered task requests

Q) =Y pix.2) 3)
x=0
e Mean queue length of buffered requests
1=Y7.Q@) (4)
z=0
e Probability of loss (blocking)
n
B=) p(x.s) (5)
x=0
o Probability of delay upon arrival
W=1-B (6)
e Mean waiting time of arriving requests (Little’s Law)
ETw]=L/% (7a)
e Mean waiting time of buffered requests
ETw|Tw > 0] =L/:W (7b)
e Activation rate of deactivated/sleeping servers
Ry=4- fnip(x, w4 i—x) (8)
X=0 i—x

e Power consumption by servers in CSB mode

Pcsg = Py |Ys — En:ZXP(Xw z)- (U= p)/u

x=1z=0

+ Pacss (9a)

where P is the power consumption of one active ser-
ver at full speed, i the service rate of a server at full
speed, p* the reduced service rate by DFS, CSB the
cold stand-by, and Ppcsp is the acc. to Eq. (9¢).

e Power consumption by servers in HSB mode

Pysp = Po |Ys — ZZX P(X.2) - (U= )/

x=12z=0

+ Paysg + (Tl —-Ys— YA)PE) (gb)

where P is the power consumption of one sleeping
server, HSB the hot stand-by, and P ysg is the acc.
to Eq. (9c¢).
e Power consumption for activating sleeping/switched-
off servers
Payse = Yanss - Po, 90)

PA.CSB = yA.CSB : PO

Note to formulas (9a)-(9c):

(9a) is based on a value of « for CSB.

(9b) is based on a value of « for HSB.

(9c¢) formula applies to both operation modes based on
the corresponding values for o.

There are various possibilities to define “power effi-
ciency”. Note, that the highest gain in power saving is
achieved for low load situations compared to the operation
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without power-saving mechanisms. In this paper, power
efficiency » will be defined as a fraction of the amount of
power saved referred to the power which is necessary if
no power-saving method is applied.

e Power-saving efficiency

Nesp = (NPo — Pesp) /nPo (10a)

Nusp = (MPo — Pusg) /nPo (10b)

4. Applications and discussion

The queuing model defined in Section 2 will be ana-
lyzed mathematically under Markovian process assump-
tions. For general arrival and service processes no exact
method exists; this case can be analyzed by event-by-
event simulations.

Below, several numerical results on the performance
and the power efficiency are illustrated for an example
case for the specific model parameters:

n =100 servers,
s=n - w buffer capacity,
wy = w, incremental queue thresholds for server activa-

tions,x=1,2,...,n -1,
4 =0,...,100 arrival rate (av. number of arrivals per unit

time),

(=1, i.e, mean service time = 1/ =1 (unit of time),
o/ =0.25, 0.50, 1.0, oo,

normalized termination rates for a new server
activation,

1*[p=0.1 and 1.0 reduced service rate by DFS at level
z'=2,x=1,2,...,n,

P§/Py sleep power ratio,

1| service ratio for DVS.

Fig. 3 illustrates the probability accumulation effect
caused by buffering of arriving requests acc. to the parallel
hystereses, where the mass of state probabilities is concen-
trated around x = i/u. This effect is illustrated for 3 cases
x=0 (all servers are idle) x=50 and x =100 (all servers
are processing) of the distribution of the probabilities of
state (x) acc. to Eq. (1) versus the arrival rate /. For each
case one can see that the shape of the curves becomes stee-
per with increasing w (through more buffering) before a
new server is activated. Fig. 4 shows the related effect on
the server activation rate R, which decreases significantly
with increasing values of w. This results in less frequent
overhead phases for server activations and less energy
consumption.

The decrease of server activations results, however, in a
performance degradation, see next Fig. 5, where perfor-
mance is illustrated by means of the average delay (wait-
ing times) of buffered requests. (Note: For any finite
activation time, all arriving requests are buffered except
the ones which are lost due to buffer overflow.) The aver-
age delays generally increase with decreasing values of «;
this effect is specifically dominating for small loads; in this
case, almost all arrivals require a server activation for
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Fig. 3. Probabilities of state P(x) versus arrival rate / for x = 1,50 and 100.
Parameters: threshold w, busy servers x, o/ =1 (CSB).

booting (CSB) or for warm-up (HSB). The wide range of i
with almost constant or even decreasing delays is due to
the relatively decreasing activation overheads between
about 20-90% of loading. The expected asymptotic
increase of delays when approaching the capacity limit
/1t =n cannot happen due to the finite buffer capacity s
(delay-loss system behavior). The relatively wide load
range with almost constant delays is a specific feature of
the control strategy and opens a high flexibility for server
consolidation while a performance threshold (required by
Service Level Agreements, SLA) can still be guaranteed.
Fig. 6 illustrates the effect of Dynamic Frequency Scal-
ing (DFS) for the operation mode CSB on the average wait-
ing time. There is only little influence under the current
parameter setting z* = 2: for the large load range, the effect
is very small as throttling of the clock frequency affects
only the processes in service for low queue lengths which,
in turn of this, defeats server deactivation. For very small

Server Activation Rate R

Arrival Rate A

Fig. 4. Server activation rate R4 versus arrival rate /. Parameters:
threshold w, o/ =1 (CSB).
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Fig. 6. Mean waiting time E[Tw|Tw > 0] of buffered requests versus arrival
rate /. — influence of DFS. Parameters: server activation rate o/u = 1.0, CSB
without/with DFS, w=2, p*/u=0.1 and 1 for all x, z* = 2.

1 T T T T T T T T T

09 —_— =025 1
====a=0.5
........ a=1

----- a=infinity

0.8

0.7 f

0.6
05
04+
03 F

02}

Power Saving Efficiency for CSB

0.1

0 10 20 30 40 50 60 70 80 90 100
Arrival Rate A

Fig. 7a. Power-saving efficiency n versus arrival rate /. Parameters:
server activation rate o/u, operation mode CSB, threshold w = 2.
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Fig. 7b. Power-saving efficiency n versus arrival rate . — comparison of
CSB and HSB. Parameters: w = 2, o*/p =1 (CSB), 10 (HSB), P*/Po = 0.2.

loads, almost all arrivals suffer from low server speed and
delays increase significantly.

Fig. 7a illustrates the power-saving efficiency » for CSB
dependent on the arrival rate 4 and on various activation
overhead times indicated by the parameter « ranging from
o=0.25 (i.e., 1/x =4, large activation time) to o — oo (i.e.,
1/o — 0, zero activation time). Generally, the power-saving
efficiency increases slightly with decreasing values of a.

In Fig. 7b, CSB and HSB are compared. Both modes differ
ina (o =1 for CSB and « = 10 for HSB) and in the sleep time
power consumption for HSB with power ratio P§/Po=0.2.
The HSB mode is generally less energy efficient (but results
in slightly shorter delays (see Fig. 5).

5. Conclusions

In this paper, a generalized and versatile multi-server
queuing model for Data Center Servers with automatic
activation/deactivation of servers, activation overhead
under cold and hot stand-by operation, and Dynamic Volt-
age and Frequency Scaling (DVFS) has been proposed. The
queuing model is controlled by a Finite State Machine
(FSM) model. The model allows for the study of trade-offs
between power efficiency and performance which are reci-
procal to each other and subject to the optimization of DC
resources and SLA requirements. A new and efficient recur-
sive analysis algorithm allows for parametric studies. The
exact analysis of this model is only possible under Markov-
ian assumptions for arrival and service processes. (First
simulations have shown that the principal results of the
parametric influences are maintained under generalized
traffic process assumptions.) The proposed model has a
variety of parameters which can be adapted to a wide
range of real DC parameters, such as the number of servers,
power-saving operation modes, booting or warmup over-
head times, and load-dependent activation/deactivation
thresholds. Some first example studies have been made
to illustrate the principal application of the model in a con-
ference contribution [8]. In another two companion papers,
the model has been applied to load balancing in cloud
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networks [13], and to percentiles of the response time for
virtualized DC server groups [15]. Further studies and
experiments in a cloud laboratory at the GUC are currently
in progress.
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