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Abstract— Wireless systems based on Orthogonal Frequency in the order of seconds. The scheme efficiently utilizes beam
Division Multiple Access (OFDMA) multiplex different users in  forming antennas and achieves a good cell edge performance.
time and frequency. One of the main problems in OFDMA- |, this naper, we present a novel distributed interfererue-c

systems is the inter-cell interference. A promising approach to dinati h in which tral dinat | 4
solve this problem is interference coordination (IFCO). In this Ination scheme, In which a central coordinator solves aerou

paper, we present a novel distributed IFCO scheme, where a Optimization problem based on global information collecte
central coordinator communicates coordination information in  from the basestations, and the basestations solve a lowal in

regular time intervals. This information is the basis for a local optimization problem based on local state information. The

inner optimization in every basestation. The proposed scheme . mmynication with the central coordinator can be in iraésv
achieves an increase of more than 100% with respect to the . th d f ds. Th f fth d
cell edge throughput, and a gain of about 30% in the aggregate 'l € Order ol seconds. 1he performance ot theé propose

spectral efficiency compared to a reuse 3 system. scheme is significantly increased compared to Coordinated
FFR and pushed further towards the (theoretical) perfooman
l. INTRODUCTION of a globally coordinated system. In particular, the présen

OFDMA has become the basis for several emerging broastheme outperforms a frequency reuse 3 sytem by more than
band cellular networks, such as 802.16e (WiMAX), or 3GPP00% with respect to the cell edge throughput while increasi
Long Term Evolution (LTE). In an OFDMA-system, manythe aggregate throughput performance by more than 30%.
users are multiplexed in time and frequency on the basisef th This paper is structured as follows. In section Il we give
underlying OFDM transmission system. A major problem cdin overview of the considered 802.16e system. Section |l
OFDMA in a reuse 1 scenario is the inter-cellular interfeen reviews the global interference coordination scheme frib@j.[
which occurs if neighboring basestations transmit on tmeesa Subsequently, section IV and V introduce the new interfegen
resources. A promising approach to solve this problem &rint coordination scheme, and section VI evaluates its perfooma
ference coordination (IFCO), where transmissions of neagh Finally, section VII concludes the paper.
ing basestations are coordinated to minimize the intenfere

IFCO has been an active topic especially in the agpP!-
standardization body. Most activities have focused onlloca As an example of an OFDMA network, we consider a
schemes operating on local state information in every basesllular 802.16e-system [11]. In 802.16e, each MAC-frame i
tation. These schemes are often based on power regulafiongibdivided into an uplink and a downlink subframe. Both sub-
or Fractional Frequency Reuse (FFR) [2]. A number of FFRrames are further divided into zones, allowing for diffietep-
based schemes was compared in [3] and [4]. Another loehtional modes. In this paper, we focus on the Adaptive Mod-
scheme was proposed by Xiao et al. in [5]. Kiani et al. propos#ation and Coding (AMC) zone in the downlink subframe. In
a distributed scheme based on local measurements [6]. Taaticular, we consider the AMC 2x3 mode, which defines
authors measure the increase in the overall network cgpacgubchannels of 16 data subcarriers by 3 OFDM-symbols.
but do not consider fairness issues, such as the throughput a&ur scenario consists of a hexagonal cell layout comprising
the cell edge. In [7], Li et al. propose a distributed schemye 19 basestations at a distance d&ffs = 1400 m with 120°
formulating a local and a global optimization problem, thes cell sectors. The scenario is simulated with wrap-around,
ing able to include global state information in the coordima making all cells equal with no distinct center cell. All cell
process. They consider only one strongest interferer asml alvere assumed to be synchronized on a frame level. Every
do not consider fairness issues. However, fairness is aliucbasestation has 3 transceivers, each serving one cellrsecto
especially since it is easy to sacrifice cell edge througliput The transceivers are equipped with linear array beamfagmin
favor of overall network throughput [8]. All proposed localantennas with 4 elements and gain patterns according to [10]
schemes have difficulties with this issue. In the following They can be steered towards each terminal with an accuracy
therefore explore a distributed scheme based on peridylicabf 1° degree, and all terminals can be tracked ideally.
distributed global coordination information, and we egjily
consider the performance at the cell edge compared to the !
aggregate throughput as a fairness metric. In [10], we introduced a scheme for global interference

In [9], we developed Coordinated FFR, where a centrabordination based on an interference graph. In the interfe
coordinator distributes coordination information in intels ence graph, the vertices represent the mobile terminals, an

OVERVIEW OF CELLULAR 802.16 SYSTEM MODEL

Il. GRAPH-BASED INTERFERENCECOORDINATION



the edges represent critical interference relations batvtbe in a non-directional interference graph, i.él,is symmetric.
mobile terminals. The interference graph is created evefM Finally, all mobile terminals within a cell sector must be
frame. Subsequently, a global omniscient device assigns assigned disjoint resources. Heneg; = 1 if my; and m,
sources to the mobile terminals while obeying the restii belong to the same cell sector, i.e:(m;) = tr(myg).
imposed by the interference graph (see [8] for details)hin t _ .
following section 1lI-A, we briefly rehearse the creationtbé B. Resource assignment by graph coloring
interference graph, since it is the basis for all furthedsta. ~ After the interference graph has been created, resources
need to be assigned to the mobile terminals such that no two
mobile terminals are assigned the same resources if they are
The interference graph is constructed by evaluating th@nnected in the graph. This is equal to coloring the graph
interference that a transmission to one mobile terminasesu if the resources correspond to colors [8]. Resources may be
to any other terminal. For each terminal, we first calculé® t mapped to colorg, ; € C as shown in Fig. 2. Every AMC
total interference and then block the largest interfereosnf zone is subdivided into a certain numbéf, of resource
using the same set of resources by establishing a relatithein partitions. Several AMC zones in subsequent MAC frames
interference graph. This is done such that a desired minimiform onevirtual frame such that the total number of resource
SIR Dg is achieved. partitions in the virtual frame corresponds to the number of
Letm,, andm; be two mobile terminals in different cell sec-required colors during the coloring process (preciselythie
tors, as illustrated in Fig. Xr; denotes the transceiver servinghext larger multiple ofV,)). This allows use of standard graph
cell sectori. p;; describes the path loss from transceiver coloring algorithms for the resource assignment (see [8]).
to terminal my, including shadowing. We further introduce ]
the function G, (I, k). It describes the gain of the sector C- Performance enhancement by graph separation
beamforming antenna towards terminal, when the array = Two parameters affect the properties of the interference
is directed towards terminah;. graph, such as the vertex degree or the chromatic number.
In a first step, we calculate the interferentg which a First, an increase of the desired SIRs will lead to a more
transmission to mobilen; in sector: would cause to mobile densely meshed graph, thus increasing the vertex degree and
my, in sectorj, wherei # j: the chromatic number. Second, an increase of the coordmati
diameterd;. will have a similar effect. In general, an increase
I = pinGi(l, k)i, (@) of the chromatic number leads to a lower resource utilizatio
where P, is the transmission power of transceivetowards [10]. At the same time, a higheds or d;. will enhance the
terminalm,. For each terminai, we collect all interference SIR. Both of these effects lead to a tradeoff and a maximum
relations in the setVy: of the system performance for a particular parameter choice
If d;. = 0, then Dg may be chosen relatively high while
Wi = {Iu, ¥ 1#k | —cpl <dic} @) maintaining a low vertex degree and chromatic number. This
¢, are the geographic coordinates of the transceiver serhig ill allow for a high aggregate throughput. 5 is chosen
cell sector where terminah; is located in. The coordination Small, thend;. may be set to a larger value while maitaining
diameterd;. then denotes the maximum distance which twdn acceptable vertex degree and chromatic number. This will
basestations may have in order to still be coordinated. ~ €nsure a good performance at the cell edge. It is therefore
We then keep removing the largest interferer froif until beneficial to create two separate interference graphs Wéh t
the worst-case SIR for terminat,, rises above a given desirediust described parameter choices and subsequently meage th

A. Creation of interference graph

SIR thresholdDs: to a single graph (see [9]). This introduces two separatieatks
g minimum SIR parameter®s; and Dg,, one for the inner
SIR, = Z:k > Dg . (3) graph withd;. = 0, and one for the outer graph with. > 1.
Iy
T eWs IV. DISTRIBUTED INTERFERENCECOORDINATION

Sy, is the received signal strength of termima), if it is served: ~ In this section, we present a novel scheme for distributed
interference coordination. The scheme uses a central eoord

Sk = pjrGj(k, k)P . (4)  nator which is responsible for the coordination of neigligr

Let e;; € {0,1} be the elements of the interference graph’s
adjacency matrix, i.e., the edges of the interference graph,
which indicate an interference relation between termimajs
andml if ep; = 1.

0 if Iy e Wi ANj, € W, /\tT’(ml) 75 tT(mk)

€kl = . )
1 otherwise

)

where tr(m;) denotes the transceiver serving mobile;.

Equation (5) sets an interference relation if terminal m;.

causes interference to terminal;, or vice versa. This results Fig. 1: Creation of interference graph
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base-stations based on a global interference graph. Aathe s mobile m; the matrix (z; ), which describes the resource
time, every basestation creates a local interference gnagbh allocation for a particular cell sector:

d;. = 0 to coordinate the transmissions in its three sectors. In . . . .
- 1 if mobile m; is served in resource ¢y,
contrast to Coordinated FFR [9], the newly proposed schemg;, ; = . . . . ’ .
T R 3% 0 if mobile m; is not served in resource ¢y,
takes a formal approach by formulating emmer optimization ’(6)

problem, which needs to be solved by every basestation. This ‘ -

inner optimization problem is subject to constraints deiad H“ﬁls means thak; can be defined as

by the outeroptimization problem, which is solved in the cen- R, ={cki|zip, =1} . (7
tral coordinator. Since the communication with the cooatiim ) N ) )

may take place in time intervals in the order of seconds, this Ve further define a utility,; for every mobile terminabr;.

is a true distributed scheme with a practical application. % iS @ real number and denotes the utility if the mobile
terminal is scheduled in a MAC frame. It is therefore better t

A. Outer Optimization Problem schedule mobile terminals with a higher utility more often.

The outer optimization problem is solved by the central Considering the utilityi;, the objective function of the inner
coordinator based on an interference graph with > 1. Optimization problem for basestatidnthen is
This interference graph is created just like the interfeeen
graph required for the coordinated FFR in [9]. This graph max( Z ZZ%%M) , (8)
creation may be based on measurements obtained from the mi€My k1
mobile terminals and collected by the central coordinatat a

is out of the scope of this paper. the three transceivers of basestatiorEq. (8) maximizes the

The goal of the_outer optimization problem_ls to find a SEf}tility sum for the respective basestation. Note that eq. (8
of colorsC; C C (i.e., a set of resource partitions) for every

. . . . maximizes the resource allocation for one virtual frame.
mobile terminalm; such that there is no conflict between an

o ) . ) 1V-|ence, the resource allocation problem has to be solved at
combination of colors in the sets. This problem is known ARe beginning of every virtual frame

fractional graph coloring An example for a possible coloring The inner optimization problem is subject to a number of

is shown in Fig. 3. Like regular graph coloring, fraCtlonalconstraints.

graph coloring is an NP hard problem. Here, we take the _ _
following approach to solve the outer optimization problem 1) Every mobilem; has to be served using one of the colors
in C; assigned by the central coordinator:

We first color the graph by means of the simple sub-optimal
color.mg heurlstlc Dsatur [12]. Next_, we traverse all mebil V{xipt |2y =1} coy € Ci . 9)
terminals in a random order and assign a second color to every

mobile terminal where possible. We repeat this step until no2) Every mobile terminal has to be served at least once in
more extra colors can be assigned to any mobile terminal. every virtual frame:

where M, contains all mobilesn; which are served by any of

B. Inner Optimization Problem Vi : ZZ:E,“ >1 . (10)
k l

The goal of the inner optimization problem is to assign
every mobile terminal to one or more resource partitiops 3) Every mobile terminal must not be served more than
of the respective cell sector. This means that every mobile once per MAC frame:
terminal is assigned a set of coloB®; C C; on which it
is served. That isR; must be chosen from the color set Vivk : Zﬂﬁm,z <1. (11)
C, assigned to mobile terminah; by the coordinator. To !
formulate the optimization problem we introduce for every 4) The constraints of the local interference graph have to
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Fig. 5: Representation of genome as list of terminals and sequentiahasig of terminals in list to resources in cell sectors. This
example contains a conflict in the inner graph between mohileandms (i.e., e1,13 = 1), which is whym; cannot be assigned ;.

be met: To generate the genomes of the new generation, the genomes
. 1 RAR = 12 of the old generation are copied, mutated, or combined. & hes
V{(i,j) ey =1}: RiNR; =& (12) operations are performed by genetic operators, namely g cop
The optimization problem formulated by equations (8)—(18Perator, a mutator, and a crossover operator.
is a binary integer linear program (BILP), which is NP-haod t . . .
solve. BILPs can be treated by standard optimization pa&fkagB' Genetic represe.ntatlon and m'odel.lng B
for integer linear programs (ILPs), but represent a paldidy The representation of a solutlon' is .pro'ble.m—spemflc and
difficult class of ILPs. In section V, we will efficiently tréa often not obvious. The challenge lies in finding a compact

this problem by means of genetic algorithms. representation for which it is possible to find suitable riota
_ and crossover operators. These operators must be able to
C. System Architecture perform the genetic operation quickly and efficiently, and i

The system architecture comprises a central coordinaiérbeneficial if they produce a valid solution. Moreover, the
responsible for creating the interference graph and sglvimutation of a genome or the combination of two genomes
the outer optimization problem. All basestations commatgic must lead to a solution that still sustains some propertfes o
the necessary data to the central coordinator, as shownthe original genome(s). Last but not least, it must be ptessib
the timing diagram in Fig. 4. The set of colors is theito determine a fitness value for all genomes.
communicated from the central coordinator to the baseststi  For our problem, we choose a list representation. This is
which periodically solve the inner optimization problenor@- illustrated in Fig. 5. The list contains references to thebiteo
munication with the central coordinator takes place with derminals along with the color€; that were assigned during
update period ... The delaytc g1, contains all signalling the outer optimization in the central coordinator. The orde
delays, processing delays and synchronization delays. of the mobile terminals in the list determines the assigrimen

of resources to each mobile terminal. To assign resources,

V. SOLUTION OF INNER OPTIMIZATION PROBLEM WITH 3 placement algorithm traverses the list and assigns the firs

GENETIC ALGORITHMS possible and free resource partition to the mobile terrsinal

This section discusses the possibility of solving the inndihe resource partitions must not yet be occupied, and the
optimization problem by means of genetic algorithms. Firsassignment must not be in conflict with the inner interfeeenc
section V-A gives a short introduction to genetic algorithm graph. For example, in Fig. 5, there is a conflict between
In section V-B, we describe the modeling approach for thgobile m; and mq; in the inner interference graph (i.e.,
inner optimization problem. Finally, section V-C descslie e;113 = 1), which is whym; cannot be assigned ;.
applied genetic operators. The list must contain at least as many entries as there are
resources available in all three sectors together. Howeker
list may contain more entries, which will make it easier to

Genetic algorithms are a well known heuristic approadiil up gaps with less problematic mobile terminals. Thislwil
to solve complex optimization problems. They are based amcrease the resource utilization.
generations of solutions. Every generation contains a mumb The placement algorithm immediately takes care that
|P| of possible solutions to the optimization problem, whicleonstraints (9), (11), and (12) are fulfilled. In contrast,
are calledgenomesEvery genome is evaluated and assignezbnstraint (10) is taken into account during the subsequent
a fitnessvalue. This fitness value is highly problem specifievaluation of the genome by counting the numbegr of
and indicates how “good” the solution is. mobile terminals that have not been assigned resources. The

Every generation serves as the basis for a new generatisacond important factor during the evaluation is the number

A. Introduction to genetic algorithms
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Fig. 6: Monte-Carlo Runs: Influence of Fig. 7: Monte-Carlo Runs: Convergence of Fig. 8: Monte-Carlo Runs: Tradeoff between
desired SIR algorithm complexity and solution quality

of occupied resource partitions (i.e., the resource atiion). We consider two scenarios. In tlsatic scenarip N = 9
Finally, we setu; = 1 for all mobilesm,;. Hence, the number terminals are randomly placed in each cell sector. With this
of scheduled mobile terminals will be maximized, i.e., iflwi scenario, Monte-Carlo-like simulations are performedgreh
be attempted to schedule a mobile terminal in every resouraiterminals are randomly replaced for every drop. The drop
partition. The overall fitness of a genome is then calculated have a duration oft s. Longer drop durations do not change
the results significantly. In thenobile scenarip each cell
sector containgV = 9 fully mobile terminals moving at a
C. Genetic algorithm and operators velocity of 30 km/h, which are restricted to their respective cell

We apply a steady state GA, which uses overlapping pop 2ctor (see [10]). The M'onte—CarIo runs were used to explore
lations. When moving from one generation to the next, 5030e parameter space, since they are much faster to perform,

of the population are replaced by the genetic operators. ngereas a fully time-continuous simulation was performed |

applied mutator is swap mutatar which swaps eIementsthe mobile s_cenario to achieve final performance yalues.
of the genome list with randomly chosen other elements '€ considered throughput performance metrics are the

with mutation probabilityp,,.;. Furthermore, gartial match 299regate system throughput, which is proportional to the

crossoveris used, which is a standard crossover operator. J€rall spectral efficiency, and the 5% quantile of the indi-
randomly selects an matching region in both parent genom@dua! throughputs of all terminals, which correlates wilte
and swaps the content of these matching regions. Furthesgefiroughput of terminals close to the cell edge [15]. Henle, t
are exchanged in order to not alter the number of occurence® duantile is a very good fairness indicator.

of a particular gene in the childs.

Fitness =mn, — Ny . (13)

B. Parameter choice

VI. PERFORMANCEEVALUATION :
A large number of parameters influences the performance

A. 802.16e scenario and simulation model of the distributed interference coordination scheme. €hes

We consider an 802.16e-system [11] with a system barngRrameters can be classified into two categories. The first
width of 10 MHz and a MAC-frame-length o ms. We category represents all parameters specific to the solution
assume the AMC zone to consist of 9 OFDM-symbols, coapproach for the optimization problem. In our case, these ar
responding to a total number @8 - 3 available subchannels. parameters inherent to the genetic algorithm, such as rontat
AMC was applied ranging from QPSK 1/2 up to 64QAM 3/4rate or population size. In the following, we only considee t
This results in a theoretical maximum raw data rate of abootmber of generationd/y.,, and the population sizg”|. All
6.2 Mbps within the AMC zone. The burst profile managemergither parameters were optimized by separate simulatios. run
is based on the exponential average of the SINR conditions ofThe second category represents parameters which are spe-
the terminal’s previous data receptions. cific to the general optimization problem. This includes the

The system model was implemented as a frame-levé¢sired minimum SIRDg; and Dg,, or the coordination
simulator using the event-driven simulation library IKRdiameterd;.. d;. was set t®, thus covering the full scenario.
SimLib [13]. The path loss was modeled according tdhe influence oDs; andDg , is plotted in Fig. 6. An increase
[14], terrain category B. Slow fading was considered usingf the desired outer SIRDgs, leads to a better SIR at the
log-normal shadowing with standard deviation 8 dB. Frameell edge and thus increases the 5% throughput quantile. Fur
errors were modeled based on BLER-curves obtained frdiver increasingDs , decreases the resource utilization, which
physical layer simulations. The simulation model comptisecounteracts the SIR improvement and eventually decrehses t
all relevant protocols, such as fragmentation, ARQ arabgregate throughput performance.
HARQ with chase combining. All results were obtained for The convergence behavior is shown in Fig. 7. Plotted
the downlink direction with greedy traffic sources. Thropgh is the overall resource utilization and the average number
measurements were done on the IP-layer, capturing allteffeof unserved terminals after a certain number of generations
of SINR-variations, retransmissions, and MAC overhead. N,.,. A higher resource utilization leads to a larger aggregate



throughput, while the number of unserved terminals afféots frequency reuse 3 system, and the cell edge performance com-
fairness. In particular, terminals in unfavorable posifi@t the pared to a locally coordinated FFR system is greatly in@éas
cell edge will most likely be unserved for smal,.,, thus Even for update periods and delays in the order of seconds
decreasing the cell edge performance. From Fig. 7 we can see IFCO schemes achieves a large performance gain. Note
that as few asV,., = 10 generations bring the number ofalso that in a nomadic scenario, which is a realistic use case
unserved terminals below one. Fdi,.,, = 100, the algorithm for 802.16e networks, the performance gain will be mostly
already comes close to its optimum performance. The grapfiependent ofc ., andic delay, h€Nce the performance gains
also shows that the aggregate throughput, which is mainkgll even be larger compared to the mobile scenario when
determined by the resource utilization, depends much lass®@: ., andic qelay are in the order of seconds. This makes our
the number of generations than the cell edge throughpus Thiistributed approach with a central mediator highly instirey

also holds for the population sizé|. compared to purely decentralized or local schemes, whigh ha

_ an inferior cell edge performance.
C. Convergence and Complexity

The computational complexity is mainly determined by the V_”' _CONCI_'US|ON o
number of generationsV,., and the population sizéP|. We presented a distributed interference coordination-algo
Precisely, it is proportior?al tV,e,, - |P|. It is therefore of rithm for cellular OFDMA networks. The coordination was
great interest to choos¥,.,, and | P| such that the quality of achieved by separating the initial globalloptimizationmemn
the solution is maximized for a given computational efforinto two separate problems, namely the inner and the outer op
Figure 8 plots the 5% throughput quantile depending dJignization problem. We presented efflqlent approgchesltgeso
Nyen and |P|. The chart shows that it is not beneficial tothese_ problems based on gr_aph coloring heur|st|c§ andigenet
increase eitheN,.,, or |P|. Instead, the best performance foplgorithms. The complexity is well manageable, since the ge
a particular computational effort can be achieved ffBf ~ Netic algorithm converges after very few generations vafig
2N,en. Figure 8 further shows that it requires only a smafior efficient hardware-based real-time implementatione W

computational effort to achieve near optimal results. evaluated the performance in a fully mobile scenario. Tte pr
posed scheme outperforms a reference reuse 3 system by more
D. Comparison with existing IFCO schemes than 30% with respect to the aggregate spectral efficiemy, a
Figure 9 compares the performance of the proposed dhy more than 100% with respect to the cell edge throughput.
tributed coordination scheme with an uncoordinated freqye REFERENCES
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