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Abstract—Little is known about the characteristics of mobile
Internet data traffic generated by modern smartphones and lap-
tops. A detailed understanding of these characteristics however is
crucial for the design of low-overhead protocols, the development
of efficient PHY layer techniques and to actually improve user
experience instead of gross transmission rates. With this paper,
we want to emphasize the importance of realistic traffic modeling
for wireless network evaluations. We present a sample evaluation
of the application layer performance of Coordinated Multipoint
transmission schemes. We use traffic models with different level
of detail and show which effects can be captured by which models.
Finally, we want to encourage researchers to contribute and to
expand our knowlege about mobile Internet data traffic, with the
ultimate goal to design better networks for the future.

I. INTRODUCTION

Data traffic volume in cellular networks is growing at high
speeds. A this year’s traffic forecast by Cisco Systems predicts
that worldwide mobile data traffic will more than double every
year through 2014 [1]. According to this forecast, the traffic
volume from 2009 to 2014 will increase by a factor of 39. The
largest part of this increase is due to the more widespread
usage of laptops, netbooks and other portable computing
devices. The share of smartphones however is increasing. In
current forecasts, mobile video is expected to be make up for
the largest part of future data traffic.

Surpisingly, little is really known about the usage behavior
and the traffic characteristics of nomadic and mobile Internet
data services. If we knew how the profile of highly mobile
users differ from stationary or nomadic users, we could use
this information in the design of resource allocation algorithms
in our base stations. If we knew about the distribution size
of objects transferred in uplink and downlink direction, we
could minimize protocol overhead and adapt holding times
for bearers to save battery on mobile devices. A profound
understanding of traffic characteristics is also crucial for the
design and evaluation of new PHY and MAC layer techniques
of future wireless networks. It is of little help if we are capable
of achieving high peak gross data rates at the PHY layer, as
long as applications cannot really benefit from it. The con-
sequences of a lack of understanding of traffic characteristics
could be observed a couple of years ago with the introduction
of GPRS, where TCP flows transmitted over GPRS networks
experienced large transmission delays and lead to bad link
utilization [2].

In this paper, we want to emphasize the importance of

realistic traffic modeling for wireless network evaluations. As
an example, we present an evaluation of the application layer
performance of a generic Coordinated Multipoint (CoMP)
transmission scheme. We employ an abstract model of a CoMP
transmission scheme, which is described in the following
section II. Section III presents our analysis of the interactions
between traffic characteristics and the CoMP algorithm for
traffic models with different level of detail. We present results
on throuhgput and delay as seen by the application, which
reveals that traffic characteristics have significant impact on
coordination gains. In section IV, we review related work in
characterizing mobile Internet data traffic and sum up the most
important points in our conclusion.

II. GENERIC COMP MODEL

Coordinated multipoint (CoMP) transmission schemes are
a promising technique to increase the spectral efficiency of
cellular networks. Following the 3GPP terminology in the
development of the LTE-Advanced specifications [3], we
distinguish between the CoMP schemes Joint Transmission,
Joint Detection, Coordinated Beamforming and Coordinated
Scheduling. The common aspect of all these schemes is to
improve the signal-to-interference ratio at the user terminals
by coordinated resource allocation and scheduling among
neighboring base stations. This improvement is achieved either
by choosing orthogonal resources for interfering transmissions
in the time, frequency or space domain, or by simultaneous
transmission of the same data from several base stations. An
overview and brief description of the various CoMP schemes
is provided in [4]. In the following, we focus on Coordinated
Scheduling and Coordinated Beamforming (CS/CB) in the
downlink of an LTE-like system. We further assume all eN-
odeBs to cooperate using the X2 interface and do not consider
deployments with remote radio heads.

The setup of a CS/CB transmission involving multiple base
stations generally includes the following steps:

1) In addition to CQI and PMI measurements for its serving
cell, the user terminal is requested to perform and report
additional measurements to identify interferers.

2) Based on this information, the base station decides
which neighboring cells are part of the CoMP set
and sends signaling messages over the X2 interface to
start a negotiation on resource blocks and PMIs to be
used for this transmission. The coordination algorithms
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Fig. 1: Variants on the initiation of coordinated transmission

usually require one or more round-trip-times over the
X2 interface to complete.

3) After this preparation, the base station starts transmitting
data to the user terminal on the coordinated resources.

To abstract from a particular coordination algorithm, we define
the term coordination setup time Tsetup as the sum of steps 1
and 2. We measure the coordination setup delay starting from
the time the user data arrives at the base station. Our setup
delay Tsetup thus also includes the time required for scheduling
and is slightly larger than just the signaling message exchange
over the X2 interface.

In our analysis, we take the point of view of one particular
base station which initiates or stops coordination processes
with its neighbors. To gain a general insight in possible interac-
tions between CoMP algorithms and traffic characteristics, we
do not explicitly model channel measurements nor signalling
message exchanges because they are algorithm-specific and
differ from one CoMP algorithm to another. We also do not
account for the fact that neighboring base stations might also
initiate coordinated transmissions.

A. Variants and Parameters of Coordinated Transmissions

We consider two basic alternatives about when to start a
coordinated transmission. For variant A in Fig. 1, as soon as
a message is received in the downlink, the message is being
transmitted on uncoordinated resources at a certain constant
rate RU . At the same time, the base station initiates the
coordination process with its neighbor base stations. After
time Tsetup, the coordination process is finished and the base
stations have agreed on a set of resources, e.g. resource
blocks and corresponding precoding vectors. In our model,
the remaining data of the user queue is then transmitted at a
higher rate RC = g ·RU with g > 1.

For variant B, an incoming message also initiates the coor-
dination process, but the data is buffered until the coordination
process is complete. The message is thus sent completely at
the higher rate RC, but suffers from a small additional delay.

During user data transmission, the coordination process
among the neighboring base stations has to be continuously
ongoing to account for user mobility and varying radio channel
quality. Once the user queue runs empty, all user data has
been transmitted and coordination can be stopped. To relax
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Fig. 2: Coordination model as finite state machine

the constraints on the time/frequency resources imposed by
coordination, again signaling messages have to be exchanged
with neighbor base stations.

B. Single User Model

To keep our evaluation model simple, we only consider
a single user in the downlink of an LTE-like system. A
user is served with constant (but different) rates while he is
transmitting data on coordinated or uncoordinated resources.
We thus abstract from any details of the radio channel. This
model is adequate, as we are interested in average values over
rather long time intervals. Evaluations with web traffic have
to be conducted over multiple hours, due to the heavy-tailed
distribution of HTTP object sizes. A per TTI model including
fast fading, inter-cell interference and other effects of the radio
channel would neither be feasible nor is it necessary here.

Figure 2 depicts the single-user coordination model de-
scribed in the previous paragraphs as a state machine with
four states. The only difference between variants A and B
is in the handling of messages in the SETUP COORD state,
i.e. when we wait for the coordination process among the base
stations to complete. The actual state machine is slightly more
complicated due to the handling of coordination intervals, start
and stop durations, but its implementation is straightforward.

III. ANALYSIS OF THE INTERACTION BETWEEN TRAFFIC
CHARACTERISTICS AND COMP ALGORITHMS

Data traffic in packet-switched networks, in particular the
traffic generated by applications in the Internet, exhibits a
very bursty behavior. A data transmission usually consists of
several sequences of packets of different size with periods of
inactivity in between. The length of these sequences, packet
sizes and inactivity periods vary depending on the application
and the protocols being used. Traffic models usually model
only some aspects of the real world traffic characteristic. In the
following, we briefly review a number of well-known models
with different level of detail and apply them to our CoMP
model.

A. Full buffer traffic model

CoMP schemes have been analyzed by a number of re-
searches. Large theoretical gains have been reported and its
potential has also been confirmed by field trials. For details,
consider [5] and the references therein. While early studies
were conducted in an ideal setup with perfect channel state



information and zero delay for the signaling between base sta-
tions, more recent studies show that CoMP gains are sensitive
to imperfect channel state information [6], [7]. However, in
most of these studies, a full buffer traffic model was assumed,
meaning that users always have data to transmit. This is
a perfectly valid assumption to determine the theoretically
achievable gains of the various CoMP schemes, but will lead
to overly optimistic results if Internet data traffic is considered.
Internet data traffic consists of burst arrivals of packets and idle
times between these bursts. It thus constitutes a time-varying
process whose characteristics have to be taken into account to
determine the benefits of CoMP from a user perspective.

For the abstract CoMP considered here, the shortcomings
of the full-buffer assumptions are obvious: if the buffer of our
user never runs empty, the overhead from coordination setup
and teardown will disappear and we only measure the higher
coordinated data rate RC. Besides throughput, the one-way-
delay of a packet sent from the base station to the user is a
very important characteristic to assess the responsiveness of an
application and hence the quality of a service as experienced
by the user. The full buffer model however falls short when
we are interested in delay metrics, given that it only allows
measuring transmission time and propagation delay but not
queuing delay.

B. On/off traffic model

The next step towards more realistic traffic models is to
use a so-called on/off traffic model. In this model, traffic is
modelled as a a sequence of on and off phases, which is
represented by a state machine with two states. In the on state,
there is data to send. After a certain time or after having sent a
certain amount of data, the generator goes into the off state and
stops sending data. The on/off model is an easily applicable
model to mimic the bursty behavior of Internet data traffic.

The main parameters of this model are the activity factor,
which is the ratio of on to off phases, and the average length
of the on phase. By adjusting the activity factor and/or the
length of the on phase, different load levels can be configured.
However, there are still many degrees of freedom in the
parameterization of this model, as e.g. the choice of the
distribution of the length of on and off phases, which depend
on the used protocols, the considered application and on the
user behavior. There is no agreed reference parameterization,
which makes results of different studies using this model hard
to compare. It is therefore recommended to use similar, but
application-specific models whose parameterization is well-
described in literature.

C. Behavioral traffic models

A well-known behavioral model of web traffic is the model
described in [8]. The model is similar to the on/off model
described before and was used for evaluations in the context
of LTE and is similar to the model presented by [9]. Web
traffic here is regarded as a sequence of thinking times,
transmission periods and parsing times. A web site consists of
a main object and a number of embedded objects, which are
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downloaded sequentially with parsing times in between. Main
object and embedded object sizes follow a truncated lognormal
distribution with different parameters, whereas the number
of embedded objects follows a truncated heavy-tailed Pareto
distribution. The parameters have been empirically derived
from web traffic measurements in the 1990s. The model does
not support HTTP pipelining nor keepalives.

Fig. 3 shows the cumulative distribution function of the
object sizes of this model. The solid line gives the CDF of
the response object size, which has a mean value of about
10 KBytes. The dashed line gives the response object size,
weighted by its contribution to the overall traffic volume for
a synthetic trace of 96 GBytes length. As it can be seen, over
80% of the objects are smaller than average, but account for
only 10% of the traffic volume. This has quite a large impact
on the observable gains of our generic CoMP transmission
scheme. In our CoMP variant A, due to the small object sizes,
it happens quite often that the user data buffer has run empty
before a coordinated transmission could have been set up. This
results into a lower effective CoMP gain, given that only a
fraction of the overall traffic volume is being sent at the higher
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rate.
Figure 4 depicts this decay of the effective coordination

gains as a function of Tsetup, if an uncoordinated transmission
rate RU of 1 Mbps and a maximum gain of g = 1.3 is
assumed1. This simple analysis reveals that for high trans-
mission rates and coordination setup times of several 10 ms,
only a fraction of the higher throughput from coordinated
transmission can actually be utilized in the system if variant A
is used. For variant B, where data transmission does not start
before the coordinated transmission with neighbor BS has been
set up, the gains in throughput are obviously not affected by
the object size distribution or the coordination delay. Variant B
effectively trades higher throughput against additional queuing
delay. The additional queuing delay in this model is the time
required to set up a coordinated transmission Tsetup.

D. Transport protocol effects

The traffic model presented in the previous section specifies
the object sizes (web pages, images etc.) at the application
layer. To model the packet arrival process at the base station,
effects of the transport protocols and the underlying link layer
technology have to be taken into account. The main effect
of the link layer technology is the definition of minimum
and maximum packet sizes. In the Internet, the packet size
distribution has found to be bi-modal, with frequent packet
sizes being around 40 Bytes and 1500 Bytes [10].

The predominant transport protocol in the Internet is TCP.
Many different versions of TCP exist, which differ in aspects
such as RTT estimation, ACK behavior and congestion control.
After connection setup, TCP gradually increases the data
volume which is sent out before the sender needs to wait
for an acknowledgment. With every received acknowledgment
this window size is increased, which results in an exponential
increase of the data rate. This is known as the TCP slow
start algorithm. As a consequence of TCP slow start, it takes
a couple of round-trip-times to fully utilize the available
transmission resources. Furthermore, during slow start, data
transmission is not continuous, but is a sequence of IP packet
bursts with idle times in between. Both effects might lead to
interactions with CoMP algorithms. For more details on TCP,
it is referred to literature, e.g. [11].

In order to get a deeper insight in the delay characteristics
of the CoMP variants A and B, we use a simulation setup
based on our institutes’s simulation library IKR Simlib and

1Given that CoMP gains in literature vary largely depending on which
scenario is assumed, we arbitrarily chose g = 1.3 to illustrate our results.
For other values of g, the absolute numbers differ but the principal behavior
remains the same.
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Fig. 6: Example of a transmission of a web page in variant B

the Network Simulation Cradle (NSC) [12]. With the NSC,
we run the TCP/IP stack of the Linux kernel 2.6.26 in our
simulation to account for the influence of TCP. The stack is
configured to use TCP CUBIC with default parameters and
runs on a 32 bit systems. Our traffic generator is implemented
as a client process that requests web pages from a server
process according to the web traffic model described in the
previous section. The client is configured to open a new TCP
connection for every new web page to sequentially download
main and embedded objects. Our simulation setup is illustrated
in Fig. 5.

Figure 6 depicts an example of the transmission of a single
web page for variant B for Tsetup = 20ms. The lower graph
shows the number of bits in the user buffer over the simulation
time. The upper graph gives the number of bits that could be
sent to the user in a single TTI (solid line) and the number of
bits that have actually been transmitted (X symbols). Around
t = 150.75, a SYN + ACK packet for TCP connection setup
has arrived at the eNodeB. The packet is buffered for Tsetup =
20ms, before it is transmitted at rate RC. Around t = 150.80,
the HTTP response arrives at the eNodeB. Again, the data is
buffered before transmission is started.

It can be seen that the additional delay introduced by CoMP
variant B is substantially larger than just the coordination
setup time Tsetup = 20ms. Due to the nature of the window-
based transport protocol TCP and the structure of the web
page downloads. A web page download consists of multiple
request-response actions. Depending on the gaps in between
and depending on the chosen coordination interval length Tint

and coordination stop time Tstop (here Tsetup = Tstop, a coor-
dinated transmission might have already been stopped before
the download of the web page is complete. The downloads thus
suffer from multiple coordination setup delays, which increase
the RTT seen by TCP. This in-turn leads to a slower increase
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of the congestion window size as compared to variant A and
further slows the downloads down.

Figure 7 depicts the additional delay in terms of the web
page download time. We define the download time as the time
required to completely download a web page, which is the
duration from the web page request of the client until the
delivery of the last embedded object of the corresponding web
page, measured at the client side. Figure 7 shows the difference
and the ratio between the transaction finish times for variant
B and for variant A. The ratio is largest for small transaction
sizes and gets smaller as transaction size increases. For modern
highly interactive web applications (e.g. web mailer, web
office applications, gaming etc.), the additional delay for small
messages might result in a less responsive behavior of the
application and thus in a reduced quality of service. For large
transaction sizes, the ratio is smaller but the absolute difference
is in the order of several hundred milliseconds, which might
well be noted by a user. A possible way to improve the
transmission delay of variant B is to avoid buffering of small
TCP packets, such as ACKs and SYN packets.

IV. RELATED WORK

Besides behavioral traffic models, there exists a class of
models which try to generate characteristic packet patterns of
aggregated traffic of a large number of users. These models
fall short when it comes to modeling the service-specific
behavior of single user sessions or small traffic aggregates,
because of the largely distinct behavior of different application
layer protocols, usage patterns and the inability to reflect the
adaptive behavior of transport protocols [13]. These models
are thus usually not applicable to wireless network evaluations,
given that we are very often interested in the traffic from or
to only a few user terminals.

In the class of behavioral traffic models, especially for web
traffic, several alternative models exist. They range from sim-
ple request-response models with Pareto or Weibull distributed
web page sizes [9], [14] to more complex models including
inline objects, such as the SURGE model [15] or [16], which is
a hierarchical model trying to mimic the correlations at web
page and transport connection level. The downside of very

detailed source-level models is their complexity in terms of
analytical tractability and processing time, which requires to
trade accuracy against simulation time.

Besides interactive web traffic, conversational services such
as circuit-switched voice telephony, Voice-over-IP (VoIP) or
Internet telephony are most relevant to wireless networks.
While human speech can be seen as a sequence of talk-
spurt/silence periods that can be modeled as two-state Markov
chains [17], codecs such as G.711 and G729.1 produce streams
of fixed size packets, whereas G.723.1 and GSM AMR codecs
detect silence periods and suppress packet generation or even
insert additional silence insertion descriptor frames [18], [19].
The popular Internet telephony application Skype uses the
iSAC code and adapts its encoding to the current network
condition [20]. Further application classes include FTP and E-
Mail, online gaming, video streaming and video conferencing,
for which traffic models and reference parameter sets for
studies in wireless networks are described in [8], [21].

However, using many detailed service-specific models is a
large effort, how to choose the mix of the different traffic
types is another unknown parameter and it is not clear whether
model parameters extracted from measurements several years
ago are still accurate in face of new mobile Internet applica-
tions. Another approach consists in using publicly available
trace data of recent Internet traffic measurements. Just replay-
ing packet traces however is not sufficient. Because of the
adaptive behavior of applications, protocols and schedulers,
a specific sequence of packets is only valid for the specific
system state in which the trace was captured.

The transport protocol research community has addressed
this problem by transforming the packet level traces into a
network-independent description of data traffic [22]. The trace
data provided by the University of North Carolina (UNC) [23]
consist of the TCP/IP headers of the traffic from and to the
UNC campus were captured over a period of several hours
in 2008. The traces were processed to a sequence of request-
response patterns that are typical for web usage and other
applications, following the methodology described in [24]. The
trace data is suited for the so-called a-b-t model, which is
a non-parametric traffic model for request-response types of
applications [25]2: A request-response communication in this
model is described as a sequence of connection vectors, which
are triplets of request size a, response size b and idle time t.
A typical web session can thus be described as a sequence of
connection vectors. An implementation of this traffic model is
described in [26].

The advantage of the a-b-t model is, that it can be easily
generated from packet-level traces, which can be collected in a
live network in a non-invasive way. Subject to the availabilty of
up-to-date trace data, the model provides a nice way to accu-
rately model packet and object size distributions, inter-arrival
times, traffic volume and application behavior. However, up
to now, no recent trace data of the mobile Internet usage in

2The a-b-t model is also applicable to other communication patterns than
request-response sequences, but this is not considered here.



wireless networks is available. Mobile network operators are
very reluctant to collect these traces. The authors of [27] have
recently published a promising approach, where they install
special apps on the smartphones of test users and collect the
traffic characteristics directly on the device. By doing this,
the authors are able not only to collect packet level traces, but
also to identify the application and to collect information about
the context in which the application was executed. The study
still suffers from a small data base, but nevertheless already
provided a number of valuable insights regarding the protocol
overhead in wireless networks. Hopefully, in one or two years,
the data base is large enough to allow for more accurate
models of Internet data traffic in wireless networks that will
help our community to design more efficient networks.

V. CONCLUSION

Our contribution in this paper is two-fold: First, we pre-
sented an analysis of the interactions between data traffic
characteristics and Coordinated Multipoint transmission algo-
rithms. We revealed that traffic characteristics, if not taken into
account in the design of CoMP algorithms, can lead to largely
reduced coordination gains or additional transmission delays
with a possibly negative impact on user experience.

Second, we made a case for the development and publica-
tion of up-to-date traffic models for wireless network evalua-
tions. As of today, little is known about the characteristics of
mobile Internet data traffic. This prevents us from optimizing
our protocols and algorithms for common usage scenarios,
which results in a poor overall efficiency of our networks.
Being oblivious to the traffic characteristics of mobile Internet
applications might undermine the large effort spent on the
PHY layer to achieve higher data rates, if in the end the
applications are not able to benefit from it. In this paper,
we provided a brief review of available traffic models and
made suggestions about how and which models to use in
wireless network evaluations. We encourage other researchers
to contribute and collect measurement data on the usage of
mobile Internet data service. With this data, our community
will be able to design much more efficient networks which
can provide a better user experience than today.
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