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. ABSTRACT

This paper deals with link systems with diffe-
rent selection modes .
A. point to point selection

B. point to point selection with repeated
attempts (the maximum number of attempts
can be prescribed)

C. point to group selection.
For these selection modes, the exact calcul-
~ation of the provabilities of state and the

characteristic traffic values, especially
the point to point loss, are derived.

The considered link systems have § > 2
stages, the operation mode is groupselection
and the special case of preselection is in-
cluded.

The calculation method assumes Pure Chance Traf-
fic of type 1 (PCT 1) as well as Pure Chance
Traffic of type 2 (PCT 2).
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1. INTRODUCTION

The connecting network of modern telephone and
/or data switching systems normally consists
of space- or combined space and time division
multiplex networks.

The space division multiplex networks are
mostly multistage arrays with conjugated se-
lection (link systems). The combined space
and time division multiplex networks can be
transformed into equivalent link systems, too;
e.g. /1/.

For given traffic properties the main advantage
of a link system, compared with a one stage
connecting array, is the reduction of the num-
ber of crosspoints. However, this advantage
requires on the other hand more complicated
control. Therefore the selection to be made

is of high interest.

The selection modes mostly used are:

- point to group selection:
the marker controls a connection between a
distinct free inlet and one out of all out-
going trunks of the considered groupg

~ point to point selection:
both, inlet and outlet, are prescribed for
the connection.

The second method seems to allow a simpler con-
trol, but considerably higher losses- for the
same traffic than the first method.

To combine the simplicity of the marker with
the grade of service of point to group selec-
tion a third method can be realized,

- point to point selection with
repeated attempts:
for each attemp: another free outgoing
trunk is marked. The maximum number of
attempts is normally limited to 3 or 4.

In traffic thecory a large number of papers is
known dealing with the first principle, e.g.

/2/,/3/,/4/. (The two papers of K. Kimmerle

/3/ and /4/ contain a presentation of a large
number of calculation methods, e.g. the well-
known publications of C. Jacohaeus, A.Elldin,
P. Le Gall, A. Lotze, et.al.). In /5/ and /6/
models and calculation methods are described
for the second principle.

In this paper the exact calculation of the pro-
babilities of state and the characteristic
traffic values for link systems are.derived

for these three operation principles basing on
investigations for two stage link systems /7/,
/87, /9/.

For given structure of the link system, selec-
tion mode and offered traffic, the system of
equations for ‘the probabilities of state is
derived. Then the characteristic traffic values

yje.g. probability of loss, carried traffic) are

31/

determined by linear combination c¢f the pro-
babilities of state. Some results are presen-
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ted in the last section.

ly link systems without gradings are con-
gidered. Investigations for link systems with
gradings between the outlets of stage v, velis)
will be published /10/. Gradings between the
outgoing trunks can be considered by means of
/97,

2. ASSUMPTIONS
2.1 STRUCTURE OF THE LINK SYSTEM

Link systems with S stages (fig.l) and the
following parameters will be regarded:

Stage 1 2 S-1
1'1 ky ‘iz k, 121_ ks»(
9 9, 9et

Fig. 1: Link system with S stages
S 2 stages
i, k,;wll,S] expansion/concentration
possible for each stage
gvkv: Eyr1 Ly ,vdl,S)
;NoE g ke I‘“'é[i,ﬁ]
= 1 preselection
> 1 groupselection

} without grading

2.2 TRAFFIC

Two types of offered traffic are distinguished:
a) Pure chance traffic of type 1 (PCT 1)3

an infinite number of sources produces the
offered traffic. The total arrival rate 2

is constant and independent of the number

of busy sources (Poisson Input).

b) Pure chance traffic of type 2 (PCT 2);

a finite number of sources produces the
offered traffic. Each idle source has the
constant arrival rate « (Bernoulli-Input).

The holding times are assumed to be negativ ex-
ponentially distributed wiEh the mean value h;
i.e. termination rate € = “/p,

B{ , arrival rate «, A and termination rate ¢,
depend on the multiple v of stage 1 and on
trunk group r. Therefore they will be denoted

as po, LA, and £, .

2.3 SELECTION MODES

Three selection modes are distinguished:

- point to peoint selection mode (PP-mode).
The marker has to build up a connection from
a distinct free inlet to a distinct free out-
going trunk of the considered group,

- point to point selection mode with repeated
attempts (PR-mode).
If the maximum number of attempts is limited
e.g. to t attempts, then the marker has t
attempts to bulld up a connection from the
distinct free inlet to a distinct free out-
going trunk of the considered group;

- point to group selection mode (PG-mode).
The marker has to build up & connection from
a distinct free inlet to an outgoing trunk
of the considered group. .

J <he number of attempts is equal to the

r. ser of free outgoing trunks of the consi-
dered group, the PR-mode is a realization of
the PG-mode.
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2.4 HUNTING MODES
Two hunting modes will be considered:

- sequential hunting with fixed home position.
The outlets of the multiple will be hunted
in sequential order and the first idle out-
let will be occupied;

- random hunting.
A1l idle outlets of the multiple will be oo~
cupied by the same probability. .

%, DESCRIPTION OF THE LINK SYSTEM
3.1 ABBREVIATED NOTATIONS
In the following a number of abbreviated not-

ations will be used:

{x} occupation state with x occupied paths
through the link system,
{0 €x = Min[g, Minli, k] ,veu,sj]) ,
each state [x] consists of a number of
different occupation state patterns {¥} .
(%] occupation state pattern (state pattern)
with x occupied paths
{%¥+1] higher neighbouring state (HNS-) pattern
with %+1 occupied paths, where x paths
are identical to these of {%}|
{¥-1} lower neighbouring state (LNS-) pattern
with %=1 occupied paths which are iden=
tical to x=1 paths of (X}
p(%),p(%¥+1),p(%~1) probabilities of state
pattern (probabilities of state)
(w,v,v)
(v,»)
ri(m,s)

outlet w in multiple v of stage»
multiple v of stage v
trunk group r via multiple (m,S)

3.2 STRUCTURE DESCRIPTION

The wiring map of the link system with S

stages is described uniquely by means of

"wiring matrices @Wn, velh Sl with

dimension (g,xk,). Each element Jﬁ;) denotes
the number of the inlet of stage(v+1) wired with
the outlet (w,v,v).

From this wiring matrix o™ "multiple matrix
¢  velts-4l with the same dimension is derived.
Each element ¢ denotes the number of the
multiple of stage (v+1) wired with the outlet
(w,v,v). If the inlets of stage» are nunbered:
1 (inlet no., 1 of multiple no. 1)y evey 1w
(inlet no. i, of multiple no. 1), i,+1,...,
g,i, (inlet no. i, of multiple no. g, ), then

Y
pordcan be determined according to (3.1):

¢, = ENTIER ( —E— “1) werts) (3.1)

1

3.3 DESCRIPTION OF THE OCCUPATION STATE
PATTERN {X]

To denote the occupation state pattern (¥},
with x occupied paths, (g,xk,) dimensional
"state matrices S, y erts-1] are introduced,
The element s characterizes the occupation
state of the outlet (w,v,»):

s&z = 0 if the outlet is not occupied ’

= k, if the outlet is occupied (3.2)

where

y=S=1 1 K,=r denotes the number of
the outgoing trunk
group r, r e {1,R] to
which the path via the
outlet (w,v,5=1) is
connected,
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ve [1,8-2] ¢, =w denotes the number of
the outlet (w, ¢ v+t)
connected with the
outlet (w,v,v).

The state pattern{¥]is described by
0] (s-1)
“5{;1,”.,”51;]' I3 (3.3)

It is useful to introduce a further guantity
(89X
s =0 ] ;4 o [=0
Yw }1( Spw {>O (3.4)

4, EQUATION OF STATE

4,1 BASIC CONSIDERATIONS

Assuming stationarity, the following homoge-
nous system of linear equatiocns for the pro-
babilities of state p(¥X) can be derived
(statistical equilibrium) from the Chapman=~
Kolmogoroff-equation /10/:

DRt 6 ¥ > pR ) MR- 1) TR
1 i

~p S @ mw S ] =0 (4.1a)
i 3 ,
~ normalized by
S e =1 (4.1p)
%

where

ég,gfcontains all HNS-patterns (%+1}; or
LNS-patterns {i*i% respectively.

(%), 7 (¥-4)  characterizes the system influ-

ence that a call in [Xor {%-1}; , respectively
generates {X+1); or (%] respectively.

pj(~1)20 and pi(x:xmax+1)=0

> contains all state patterns {X}
X

The main problem is to determine all HNS- and
LNS-patterns and the individual coefficients
for a given state pattern {¥} in such a way
that the equations for all probabilities of
state p(¥) can be determined per program by a
digital computer.

Therefore a formal description is introduced.
In the following four sections 4.2 to 4.5 the
transitions from/to the neighbouring states
will be considered for a certain ("considered")
state pattern {X}.

The selection mode influences the two trans-
itions

- from{¥]to the HNS-patterns (£+1} : [Xl—={%+1]
- from the LNS-patterns (¥-1] to (X} : (Z-1]-{X]
but it is without importance for the trans-
itions

- from the HNS-patterns (%X+1] to §} : &+l

- from{%] to the LNS-patterns (%-1 : &l—(%-1

With these four transitions the system of
equations (4,1) can be formulated in detail
in section 4.6.

4,2 TRANSITION {%+1}-—{X}

For the considered state pattern (¥} all HNS-
patterns [X+1] and their individual transition
coefficients must be determined.

4,2,1 HNS-PATTERN (X + 1}

According to the definition of the HNS-pattern
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{X+1] in section 3.1 all state patterns must
be determined having one additional occupied
path compared with (¥X]. Therefore within each
matrix §stonly the value of one element 57
changes from O to «, , all other elementd”
remain unchanged. With the Kronecker-Symbol 4,

c&vw}i{{{:v (4.2)

= 0 % ¥
the matrix becomes
_ s« vy 882
The condition "all elements s | 've[1s) which
changed their value from O td'x  establish
one additicnal connected path'" can be regarded

by

S-1 .
;E (1- sf«:f)

All patterns with one additional connection are

obtained by , (4.3)

ky  kgy So4

R4
- ”.5‘ W e (s-4) (s-4) (541 )
>__ ZZ a @Sq"(‘;ﬁvd;w “;-~-,"5f,' K Gy C’;‘ h} (-sm)

et vt owst o ow =t v=1i

To get all HNS-patterns out of these patterns‘
two restrictions must be regarded.
There must be at least in (X}

1) one idle source in multiple (v;l); i.e.y, =t

Y, = ‘} if 55"*{“} for PCT2 (k. a)
=0 ' =1
Ve = _ for PCTH (4.4,b)
where K, ]
sé\")«- - __sv(\:)* (u.5)
w={

2) one idle outlet of multiple (Tfj”,S) to
trunk group ry i.e. ({4 ~rt€i% =1
9oy Kgo

& o i} . S-4 {: K
rovw i disn, d s : rks
22 e, R AEY Loy (46

= y=d 2=t

With these two conditions the HNS-patterns(X+1]
are given from (4.3) as

R g0 Kk kg v
it “) ") () s-4 (5-4) p(s-Yny |
Z Z Z ' Z {nsq + xSy d;'w .. ')us(j M ”s~4é€w J;w H}

r=doyetowetowg et
-1 o (o] (4.7)
VN -
SR CEE e R R S R

v=4

4,2.2 TRANSITION

A HNS-pattern {X+1} has one additional connec-
tion from multiple (v,1) to group r. The tran-
sition to {¥1 is therefore given by the ter-

mination rate .g, of this connection. The

transition rate from all HNS-patterns [¥X+1} into
{¥iresults from (b4.7)

LR @1 “ ) (1) (s-4) (5-4) ((5-4)
Z Z Z{"'}_{P(qu*”qéivdiwl‘)"')usij *K‘s—idcv Cj;‘w ")
red vt et g
. I
U-s0h- 18 %y, € .8
YW rvw "“,V r-v

S~

—

ve
4.3 TRANSITION [X]—{%+1}

Here the HNS-patterns do not have to be des-
cribed in detail, it is only necessary to de-
termine whether a transition from {Xjto a
HNS-pattern is possible.,
A call occurs in multiple (v,1) to group r
with arrival rate .2,

A, = e iy =sW) dor PCT2 (4.9.a)

rty r v

= (A, = const. for PCT1 (4.9,b)

Now, it must be determined according to the
selection modes if this call is successful or
not.
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~Lh.,3.1 PP-MODE

jith probability T an outlet of multiple
(m,s) to trunk group r will be marked.

meond
s % }i{ ,r{>0 (4,10)

{
}i 4 dpgin (4.11)

number of idle outlets in multiple (m,S)
to trunk group r

93 . "
=3y (4.12)
g m =l

number of idle outlets to trunk group r
If the marked outlet of multiple (m,S) to group
r is available via a free path from multiple
(v,1) then the new connection will be built up.
It is (1-"x)=1 if at least one of such a
free path Texists.

where

mtermination of Myl

To get ', X 1L must be determined for all multiples
(v, v+1), = ?xﬂ\%h S 2}1f the number of free out~
1ets to multiple (m S) is greater than O and for
¥y tiple (m,S) if all outlets to trunk group

H. - occupied.

v=3~-1: An outleg (w,v,5~1) is blocked to rl(m,S),
i.e. raww ‘1 1f it is

-~ not occupied, i.e. s&" .0

~ wired to multiple (m,S) and blocked to
trunk group r, i.e. d uw m‘rhw
or wired to another multnple of stage S,
i.e. (4- q“41m) =14
mw‘(/i;«}z (4- S(s« )[4“‘0«{;(54)'-,’, (4 rt\fi,‘)]
The multiple (v,S-1) is blocked to r{(m,S)
if all outlets are occupied or blocked to
rl(m,S), i.e.

m (v) L :
"X, }ﬂ‘sw‘+To$“{’““ (4,14)
= < k
where
X
m v m () L,
rWy. T qu‘ Oy : (5.15)

vel1,8=2] ¢ An outlet (w,v,») is blocked to r|{(m,S),
v)
i.e. Yo, =1, if
~ it is not.occupied, i.e. shi¥=0
-~ the multiple (v= %W‘,V+1\ is blocked to
riim,S), di.e. Ta8 =1

m, &) _ Lk vy, )

r Ovw = (=500 T (4.13.0)
The multiple (v,v) is blocked to rkmﬁs) if
my¥=1, acc. to (4.14).

With probability .E, ¢ the incoming call to
multiple (v,1) can be connected to the marked

outlet of Lrun} group r

E, = n} (-myh)mre (4.16)

m=1

The transition rate from (X} to all HNS-patterns
{%+1} is given by
(54 ?_ 91
pUsl,.. IsEl) '}—,«EV (4h.17)
v=t

r=

4,3,2 PR-MODE

The first attempt was suressful with probabili-
ty By A second attempt is made if

- there are two or more idle outlets to trunk
group r and
.he lirst marked outlet was not available
from multiple (v,1).

1T 7

(4.13.a)
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Therefore the number of availlable outlets re-
mains constant o (4= T Tr and the number
of markable outlets is reduced to NERE

Now, with probability (£, an available outlet
will be marked

ST T T
m r
vV LT -1 r W'ry—4

(4.18)

The probability for a susessful second attempt
is given by

i
Evy =U- Byl eEy oy 22 >0
r=v, 2 if 7 and 7-™7 (4. 43)
=0 <2

The probability for success in one of the first
two attempts is given by

rEv = rEv,l * rEv,E (4.20)

The probability for a successful t-th attempt
is given by the recursion formula

E =1~ E t~q) E T >t >t-1
rowt v Bt r T iy and g T?{ (4,21)
= 0 <t <t

The transition rate is given accordihg to
(4,17) where
t

E, “f: E1 (4.22)

4,%.3 PG~-MODE

Now the connection must be built up between

the multiple (v,1) and orie (out of all) idle
outlets to trunk group r. Therefore the con-
ditions (4. 10),‘..,(ﬂ 15) can be combined. The
coefficient T XV can be replaced by 18
where (1-, XWUA*f denotes that an idle outlet
to trunk group r is available from an idle out-
let (w,v,v). X% is given according to (4.14)
with mu‘” replaced by .o . In the same way
,w(’ can be calculated accordlng to (4.15)
with 7ol replaced by (“w according to

(.23 L,
) (s-1ix (5-4) -
© = (4= )- = 5.
o " 'tfﬂ; if v (4,23)
= (4= sy %y e [1.5-2] v
where (v, ve¢t) = (V(” ved)

The probability for success 1s given by
)
fE, o= - ) (h.24)
and the transition rate according to (4.17)
with (E, according to (4.24).
4.4 TRANSITION {ﬁ}*v{i"ﬁ

This transition rate depends on the termination
rate €, of the established connections. A
connection between the outlet (w,v,1) and trunk
group r existg if

kp ks st

22 T dgme, = 1 (4.25)

y
by = 4 W ‘4 yei

Therefore the transition rate from {¥] to all
LNS-patterns {[X-1} is given by

r q k
pUs?, o 5SS ST 5 }'TTJM o

Svw
redovstoweEt W

(4,26)

4,5 PRANSITION {¥-1) — (%]

Firstly, all out of the neighbouring lower
patterns must be determined which change to

{X} if a call occurs in multiple (v,1) to
group r. Only these patterns are con51deredto
te LNS-patterns., They depend on the selection -
and on the hunting mode.

Secondly the transition rate can be determined.



A call occurs in multiple (v,1) to group r with
arrival rate ,a}
r]: = rccv'{i"‘ S(v‘_)‘ 01}

= 4, for PCTH

for PCT 2
(.27)

4.5.1 SELECTiON MODES
4,5.1.1 PP-MODE

?imilar to (4.3) together with (4.25) all
interesting patterns with x-1 identical con-
nections as (X} are given by

R o9 9 eV Tu, e s (h.28)

S5 S sl A st " ey G D TT 60w,

red v=t m={ w= =4

Foq™

The boundary values "Tul’=k,  velts) depend on

the hunting mode:

)

Random hunting: Tu. = velis) (h.29.a)

Sequential hunting: i.e. the first hunted outlet
of multiple (v,v) which is idle to r|(m,s) will
be connected. Therefore by means of ™u'” all
outlets are excluded which follow after an out -
let being idle to r|(m,s) in {X].

Tud = inf (@3 el <@t utelok,])  (He29.D)
2=1
with :
L N S I

= 0 o= ket
To get the LNS-patterns out of the patterns
according to (4.28) further conditions must be
introduced: . .

1) the termlnated connection characterized by
A(I,K must be a connection from out-
let(w,v,1) to (m,S) in {X} i.e.

(4,30)

2) the marked outlet to trunk group r must be
of multiple (m,S). This occurs by probabi-
ity T

(S-4 =
d? - 1

m 1
My ¥yt
rr - '7*{ (“.31)
3) the marked outlet of multiple (m;S) to
trunk group r must be available from multi-
ple (v,1) via the above mentioned path.
Thls condltlon depends on the hunting mode.

A. Random Hunting

fiere the number of free outlets of multiple
{(v,¥) to ri(m,s) must be determined. In each
stage v, vel2s) the multiple v=¢® ¥ connected
with the outlet (w,v,v-1) and the multiples
e= ﬂ?"” connected with outlets (y+w,v,v-1)or
(s.e, v-1) must be regarded. In the first stage
only multiple (v,1) is of importance.

The number of idle outlets

Multiple (v,»=8~1): ]
to r{(m,3) is given by

v e om0

)
r v T kvgsv. T e Wy, .* t- Tﬁm (4.32)
where
(5‘)

denotes the out-~
lets of multiple (v,S-1)
which are blocked to rl
(m,8) in {X! but free to
r|{m,S) if the connection
via outlet (w,v,S-1) has
been terminated .

o
e §M~ﬂ’)%@«wurhwj

=1
- owls
with m ‘f’yw

(4,.33.2)
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Multiple (e#vvy=S=1): It is blocked to r|(m,S)
in (¥} ard has at least
one idle outlet to r|
(m,8) in the lower pattern

e, Myl ooy if

- all outlets are occupied
or blocked to r|(m, S);
ice. TS 2y
accordlné to (4,14)

- if-at least one outlety
¢hich is not occupied)
is wired with multiple
(m,S) and this multiple
is blocked to trunk group
r,,_e.TG““ 1

G(SJ) = a{>0
roe }ﬁzﬁ 5e5 (s-u Py ',.Z’VS‘}{ (4,34, a)
= e =0
with m = %(‘ Y
Thus
m,(s-1)s m (s=4) m . (5-1) -
rxe = r Xe ' G (4.35)

Multiple (v,v), chSZ] The number of idle outlets
to rj(m,s) is Flven by
(4.32) where mBV
the same content as7Tfo’
but the formal determin-
ation must be modified.

kv
v 1) Nl
T O > (- s )[dﬁ"("’ pw'r ‘{;\:) (-, 8% ‘f’m) U*]

3 (ve4)¥ (u 33 b)
where rIe acc. to (4.35) with G- & v+l e, ,V)
Multiple [esv v}, veHSZ) The same condltions are s
valid as for (e,;S=1);
therefore is
W) = .
X acc. to (4.35) with S-{# v
r Xéy) acc. to (4 4k)
(v) = e (4. (3:; >o)
r Ge lfz“ S(y [ (vJ(f(vJ r V *(4 lf(v) (u)} B ]
=0 g =1 = ()
with o)
= o = v,
eV44"70v J Voit © \ﬁ'w

€y
The probability that multiple (v,1) and the
marked ocutlet in multiple (m,S) to trunk group
r will be connect%% via th? path (4.25) becomes
m = m g W7
= [1:', r jtvw]

r 7Zv‘w1 - Wy

B. Sequential Hunting

Two conditions must be regarded fol each mult-
iple (v,v),velts) . In multiple (v,v) is no
outlet s which

- will be hunted before the outlet w and

- is backwardly blocked to r|(m,S) in [X]
but idle in the lower pattern.

Then the lower pattern is a LNS-pattern. With
regard to "y&” the following conditions are
51mp11f1:d

According to A. the multiples must be dis-
tinguished: :

multiple (v,S8-1): There is no outletsy
blocked by the outlet

w o if (4-pit) -+

{3(5‘1} N f w-4 (5
w }ifZU* (s J)C&g(sl‘qsﬂ{
0 =0

S:l (u937-a)

H

It has an outlet blocked
by outlet (w,v,s-1) if
=1

multiple (e#v, S-4):

-4 . kH

G >0

(H]
‘?3’ )J«F(Sﬁ} ()D(S(J { . (U.38.a)

ITC 7

(4,36)
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multlple (v,v),veld, Sﬂ No outlet s is blocke? by
the outlet' w if (1-p,)={
(v}

= >0
v ) g+
if ) (i-s) . v(4- cS I
N EOXCE DAL
with (“o}?ub)
e= ¢
multiple (e+vv), ve(is-f): According to (H.BB.a)GQ”
becomes
G(VJ =4 k_L’ >0
e 5 1452 [don won + (4= I, gl 6877
=0 %’:4 o [ s o gy Ve } 0
with (4.38.0)
(f;(v)

By qv Wert it is denoted, whether the connec-
tlon Ys'bullt up via the path (&.25) ¢

54
rrnnv'kv1-~w“ SE“'{S::«)}) (4.39)

The INS-patterns (%-1} arc given by (4.28)
multiplied with (L4.30) and with
- ¥ m ¥ Vnrx“ m

mex m
rE WFEV" krEViW("WS—{ YZVJJ‘ Wy

(4,40)

3

4,5,1.2 PR~MODE

The first attempt is successful with TEJ,.
A second attempt arises if

- the first marked outlet not part of the
multiple (m,S). This takes place with (4- 7).
Then with probability

’:')'f'f N
7 iy
0 =0

now an outlet of the multiple (m,5) will be
marked and this second attempt will be
successful with

m
TE:,‘ = (4~ Trl») t'l rqv' e = TE:‘rKrTrT} -0
vl
=( =0
- the first marked outlet was in multiple (m,S)
but the connection was not built up according
to the considered path; this fact arises with

mF(/—,q1w‘ Now, the second
attempt Wiy be successful with

(4.44)

H L
o m meel m rce o 1oom >0
R (LA N )L Byl M - ) I
r Flyky gy T Ly vi AR YU
v v 54 o7 3 s4 ) 5 il w2
-0 : o
(TEY" = O for segquential hunting, because

rqv% wlS equal to O or 1)

The probability for success in the second
attempt is

T = ey e
S ey -m v
7P| o
((1) ity (4, u43)
- 0 .

and for success in one of the first two
attenmpts

k] k me &

TEY = TEV + VEY, (4. 4h)

Analogously, the probability for success in
the t- Lh attempt becomes
(r)’”ﬁ})
+
1

mex T Ey AT, [T rY -y (T' R
r‘:%thv ‘_'li( f,1) ( t-2 / r Lw w“) 1)

()

) t-2/my - : ] -

(4):‘?1\/‘»4(”\&'5,‘) | (:i) * (4= i, «ws;c)f ! (?CJJ ‘o >2

0 42
(h.o4s)

e 7

and the probability for success within the
first t attgmpts

=

me &
TEy =2 TEL (4, 46)

4.5.1.3 PG-MODE

Here the condition r[(m,S) has to be replaced
by r, i.e. the sum over m and the index m
vanish., Thus the LNS-patterns are given by
(4.28) and (4.40)

Roog9 ol m“')( I (b h7)
A 4 4 4
D0 2 sl g s e S S N TT e

r=d vl owes gl

where (£} according to (4.40) and
&P according to (4.29) with regard to
condition r|{(m,3S) # r

4,5.2 TRANSITION

The .transition rate from all LNS- patterns
{x 1} to the considered state pattern (%} is

given by
) (s 4)

X’E‘ & ;5‘ '"iy, i <4 (54 (5+4) (8] .
P Z pl Sta Gy ng: ;” €59 d;w “)
r2d oyt omet oWt Wl sy

T e, Ggsom 7E A (h.48)

with yS”’according to  (4.29)

"mEY according to (4.L0O) for PP-Mode
' (4.46) for PR-Mode

(4.40) for PG-~Mode
with regard to con-
dition r|(m,S) # r

Additional for PG-Mode the sum over m and the
index m vanish,dptom= 1 .

4,6 SYSTEM OF EQUATIONS

From all transitions (4.8), (4.47), (4.26) and
(4.48) the system of equations according to
(4.1) is given by

® 31' EL kﬁi {4} (Ot
Z Z l ' >_ pllsi; “C(dw éyw .
r={ v‘-& Wl ws,ﬂ S-4

MRS ERa R R
V=1
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: (4,4%9,a)
% Ty '9_5‘_(‘2 v W gy (u (su (54 (54 ?
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m=t W=t NH=1
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T e, dgenm 78 Mv]
y=4
ko ke S

P(IS((:) (M)Z Y[r vl > Z 1T¢ s e, rCJ 0

r=A =1 W=t el v=1

)
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normalized by

ZP(HSZ 'E»

5. CHARACTERISTIC TRAFFIC VALUES

Js§) = (H,49.b)

5,1 PROBABILITY p(x)

From the probabilities of state p(X) the pro-
bability p{x)'x pathsoccupied" can be deter-
mined as

ft

S_[p(HS“ I (;”“} d‘x,s"‘_“] (5.1)

with gt = 5’ gi"‘

p(x)



with corresponding equations other probabilities
e.g. p(x outlets of multiple (v,v) occupied) or
p (x outlets to trunk group r occupied) can be
calculated.

5.2 PROBABILITY OF LOSS
5.2.1 POINT TO POINT LOSS

According to /6/ the point to point loss is
defined as Bypy O Byrpos respectively.

number CNF of calls which cannot be

B _connected to the marked outlet
HF1 number Ch o ¢alls which nhave arrived

in the state "at least one outgoing
line is idle"

Cyr

Byre =
number CA OF calls which nave arrived

all together

With these definitions the point to point loss
¢Byney Per multiple (v,1) to group r is given

by Z{P(“Sﬁll,»ﬂsfjoﬂ)(*‘ I'Ev) (4- rr‘)'r}v]

- (5.2)

B, e = 57 :
rak >y_[p<nsifu,...,xzsijr"uy(«-,va]
°;’ ‘:gi[pmsgﬂ,U,ng”uy(4—,EVW(4~,F)¢AVJ
oy NF2 _i[p(ﬁs‘mn ] ,ns(‘sﬁﬂ)f ] ] (5-:’7)
with % S . :
M= 1. =0
f
" 0%1 ‘Y{w (5.4)
By according to (4.16) for PP-mode
(4.22) for PR-mode
(4.24) for PG-mode
The probabilities  Byups,s Byypy ©F Byri i=1,2
are determined accérggﬁg tgj§§.2) angl€5.3)

where in nomipator and denominator it must be
summed over Vv,r or r and V.

Additionally to Cyp the number of calls which
have arrived in tke state "all outgoing lines
are occupied" must be regarded. Thus the pro-
bability of loss, By for multiple (v,1) to
group r is

¢ {s-4)
5 [pllsdt, s 1) (- B ]
B = -
N R 5-
AN P ErralIeW

%

- (5.5)

Other probaebilities as B, BV or B can be de-
termined by corresponding summations in
nominator and denominator of (5.5)

5.3 CARRIED TRAFFIC

The carried traffic .Y, per multiple (v,1) to
group r is given by .

. ok ke
Yy =S [ps B S TT dses] (5.6)
¥ Wl w ot vet

corresponding to (5.6) .Y is determined as

954 kS»{
= (4 _(5-4) - KT . .
=S s N D sl (5.7)
¥ Vot et
Other carried traffics e.g.Yy” Y can be calcu-
lated by similiar expressions.

W™

5.4 OFFERED TRAFFIC

The offered traffic A, per multiple (v,1) to
group r is
r?\V

Ay = 5[z>(515f§’i1,-u,lisij'”ﬂ),”éﬂ (5.8)

v
X

r

the other offered traffics A, A, and A can te

calculated by corresponding summazions of LA,

6. EXAMPLES

The figures 3 - 5 show some results for a small
linkssystem with S=3 stages for groupselection
(R=2) with PP-mode (fig.2).

Stage 1 2

Fig.2 : Link system with S=3 stages and R=2 out-
going trunk groups
Selection mode PP-mode
Hunting mode Sequential hunting

.
B
-
H

This system has 817 different state patterns 7.

The above described algorithm had been programmed

in FORTRAN., It was partitioned in three parts :

- determination of the state patterns %1

- determination of the system of equations for
the probabilities of state p(X)

-~ solving of the system of equations, i.e. cal-
culation of the probabilities of state p(X)
and calculation of the characteristic traffic
values.

The first program is used only once for each
1ink system. The second and third program are
used for each traffic value.

The system of equations for the probabilities
of state p(¥) is solved by the Successive
Overrelaxation Method. Normally, less then 25
iteration_ cycles are necessary for a accuracy
EPS £ 1077 /10/.

i 1
B

Bt
B2

w0 tL
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e - v —
0 0,2 Ot 06 QBY 10Ert
.

%

Fig.3 : Point to point loss Byp, and Byps, and
the probability of loss™B as a‘?unction
of the carried traflfic FY‘/,n per oute
going trunk (r=1,2) for balanced
offered traffic
Parameter : - — PCT1

e PCT2, 1
—— - PCT2, ij
System ! see fig.2

o
W Oy

311/ 116 7



Figure 3 shows the point to point loss Bypg and
#n, as a function of the carried traffic Y/ n
‘. r trunk group (r:=1,2). Furthermore, the

probebility of loss B, which includes the states

"a11 outgoing trunks occupied" acec, to (5.5),

is snhown. By reason of balanced offered traffic

it is _B = B, = B and the corresponding pro-
perties for {he point to point losses yield.

This figure shows the transition from PCT2
with i1=k1 to PCT1.

Figure 4 shows for the same conditions the pro-

babilities p(x), %x0,1,...,4 for "x paths occu-
pied" but only for PCT2 with i, = 6.

PTS

ot | PO | ﬂwwgmM<f////
(eig)] /fg;zziizz?y<::i

o / N/ ™.

\\
bl2) \\\\\\
p(3)
\\‘
0 ‘ 02 04 08 0B

. ‘Nén“”
Fig.4 : Probabilities p(x), x=0,1,...,4 for "x
©  paths occupied" as a function of the
carried traffic rY/ n per outgoing trunk
(r=1,2) for balahced offered traffic
Parameter : PCT2, 1, = 6
System : see fig.2
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Fig.5 : Probabilities of loss B, B (r=1,2) and
point to point loss rB”?i and _B po 83 a
function of the no-lbad sfrered Yhaffric
A and unbalanced carried traffic
Parameter : PCT2, i, =
A = 074 Erl = const,
System : see fig.2

ITC 7 311/8

Figure 5 shows an example of unbalanced carried
traffic, with 2K*= 0,4 Erl = const.

LIPS . .
rA*ﬁg[P(%‘-r v J};A 2 N

g oorby
Unbalanced carried traffic implies the differ=~
ence between the two trunk groups. The point to
point loss EBNFJ is higher then ?Bsz, but the
difference 1s véry small in the Wboae range of
figure 5, therefore these two curves are drawn
as one. : :

Results for PG-mode will be published in /10/.
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