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Abstract

Explicit Congestion Notification (ECN) is an | P/ TCP nechani sm where
net wor k nodes can mark | P packets instead of dropping themto

i ndi cate congestion to the end-points. An ECN capable receiver wll
feedback this information to the sender. ECN is specified for TCP in
such a way that only one feedback signal can be transmtted per
Round-Trip Tine (RTT). Recently new TCP nechanisns |i ke ConEx or
DCTCP need nore accurate feedback information in the case where nore
than one marking is received in one RTT.
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1.

I nt roducti on

Explicit Congestion Notification (ECN) [ RFC3168] is an | P/ TCP
mechani sm where network nodes can mark | P packets instead of dropping
themto indicate congestion to the end-points. An ECN capable
receiver will feedback this information to the sender. ECN s
specified for TCP in such a way that only one feedback signal can be
transmtted per Round-Trip Tine (RTT). Recently proposed nechani sns
I i ke Congestion Exposure (ConEx) or DCTCP [Ali 10] need nore accurate
feedback information in case when nore than one narking is received
in one RITT.

Thi s docunents discusses and (will in a further version specify) a
different schene for the ECN feedback in the TCP header to provide
nmore t han one feedback signal per RTT. This nodification does not
obsolete [ RFC3168]. It provides an extension that requires

addi tional negotiation in the TCP handshake by using the TCP nonce
sum (NS) bit which is currently not used when SYN is set.

In the current version of this docunment there are different coding
schenes proposed for discussion. Al proposed codings aimto scope
with the given bit space. Al schenmes require the use of the NS bit
at least in the TCP handshake. Depending of the coding schene the
accurate ECN feedback extension will or will not include the ECN
Nonce integrity mechanism A later version of this docunment wll
choose between the coding options, and renove the rationale for the
choi ce and the specs of those schenes not chosen. If a schenme wll
be chosen that does not include ECN Nonce, a nmechanismthat is
requiring a nore accurate ECN feedback needs to provide an own net hod
to ensure the integrity of the congestion feedback information or has
to scope with the uncertainty of this information.

The follow ng scenarios should briefly show where the accurate
feedback is needed or provides additional val ue:

a. A Standard TCP sender with [ RFC5681] congestion control algorithm
that supports ConEx:
In this case the congestion control algorithmstill ignores
mul tiple marks per RTT, while the ConEx mechani sm uses the extra
informati on per RTT to re-echo nore precise congestion
i nformation.

b. A sender using DCTCP without ConEx:
The congestion control algorithmuses the extra info per RTIT to
performits decrease depending on the nunber of congestion marKks.

c. A sender using DCTCP congestion control and supports ConEx:
Both the congestion control algorithmand ConEx use the accurate
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1.

1.

1.

2

ECN f eedback nmechani sm

d. A standard TCP sender using RFC5681 congestion control algorithm
wi t hout ConEx:
No accurate feedback is necessary here. The congestion contro

algorithmstill react only on one signal per RTT. But its best
to have one generic feedback nechani sm whether you use it or
not .

Overvi ew ECN and ECN Nonce in TCP

ECN requires two bits in the I P header. The ECN capability of a
packet is indicated, when either one of the two bits is set. An ECN
sender can set one or the other bit to indicate an ECN capable
transport (ETC) which results in two signals --- ECT(0) and
respectively ECT(1). A network node can set both bits sinultaneously
when it experiences congestion. Wen both bits are set the packets
is regarded as "Congestion Experienced" (CE)

In the TCP header two bits in byte 14 are defined for the use of ECN
The TCP nechanismfor signaling the reception of a congestion mark
uses the ECN-Echo (ECE) flag in the TCP header. To enable the TCP
receiver to determ ne when to stop setting the ECN-Echo flag, the CWR
flag is set by the sender upon reception of the feedback signal

ECN- Nonce [ RFC3540] is an optional addition to ECN that is used to
protects the TCP sender against accidental or nalicious conceal nment
of marked or dropped packets. This addition defines the last bit of
the 13 byte in the TCP header as the Nonce Sum (NS) bit. Wth ECN\
Nonce a nonce sumis maintain that counts the occurrence of ECT(1)
packets.

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
B T ST LT T S T U S
I I | N C| E|] U] A| P| R| S| F|
| Header Length | Reserved | S| W| C| R| C| S| S| Y| I |
I I | I RI E|l G| K| H| T| N| NJ
B T S T S S T JLJr, S S S

Figure 1: The (post-ECN Nonce) definition of the TCP header flags
Desi gn choi ces

The idea of this docunent is to use the ECE, CAR and NS bits for
additional capability negotiation during the SYN SYN-ACK exchange,

and then for the nore accurate feedback itself on subsequent packets
inthe flow (with SYN=0).
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Al ternatively, a new TCP option could be introduced, to help maintain
the accuracy, and integrity of the ECN feedback between receiver and
sender. Such an option could provide nore information. E.g. ECN
for RTP/UDP provides explicit the nunber of ECT(0), ECT(1), CE, non-
ECT nmarked and | ost packets. However, deploying new TCP options has
it’s own chall enges

As seen in Figure 1, there are currently three unused flag bits in
the TCP header. Any of the bel ow described schemes coul d be extended
by one or nore bits, to add higher resiliency against ACK | oss. The
relative gains would be proportional to each of the described
schenes, while the respective drawbacks would renmain identical. Thus
the approach in this document is to scope with the given nunber of
bits as they seemto be already sufficient and the accurate ECN

f eedback schene will only be used instead of the classic ECN and
never in parallel

1.3. Requirenents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
W use the following term nology from|[RFC3168] and [ RFC3540]:
The ECN field in the I P header:
CE: the Congestion Experienced codepoint; and

ECT(0)/ECT(1): either one of the two ECN- Capabl e Transport
codepoi nt s.

The ECN flags in the TCP header:

CWR the Congestion W ndow Reduced fl ag

ECE: the ECN- Echo flag; and

NS: ECN Nonce Sum
In this docurment, we will call the ECN feedback schene as specified
in [ RFC3168] the ’'classic ECN and our new proposal the ’'accurate ECN

f eedback’ scheme. A 'congestion mark’ is defined as an | P packet
where the CE codepoint is set.
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2. Negotiation in TCP handshake

During the TCP hand-shake at the start of a connection, an originator
of the connection (host A) MUST indicate a request to get nore
accurate ECN feedback by setting the TCP flags NS=1, CWR=1 and ECE=1
inthe initial SYN

A respondi ng host (host B) MJST return a SYN ACK with flags CAR=1 and
ECE=0. The respondi ng host MJST NOT set this comnbination of flags
unl ess the preceding SYN has al ready requested support for accurate
ECN feedback as above. Normally a server (B) will reply to a client
with NS=0, but if the initial SYNfromclient Ais marked CE, the
sever B can set the NS flag to 1 to indicate the congestion

i medi ately instead of delaying the signal to the first

acknow edgment when the actually data transnission already started.
So, server B MAY set the alternative TCP header flags in its SYN ACK
NS=1, CWR=1 and ECE=0.

The Addition of ECN to TCP SYN ACK packets is discussed and specified
as experinental in [RFC5562]. The addition of ECN to the SYN packet
is optional. The security inplication when using this option are not
further discussed here.

These handshakes are summarized in Table 1 below, with X indicating
NS can be either 0 or 1 depending on whether congestion had been
experi enced. The handshakes used for the other flavors of ECN are

al so shown for conparison. To conpress the width of the table, the
headi ngs of the first four columms have been severely abbreviated, as
fol | ows:

Ac: *Ac*curate ECN Feedback

N: ECN-*Nt*once (RFC3540)

E: *E*CN (RFC3168)

I: Not-ECN (*I*nplicit congestion notification).
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B LT Ty Sy o e oo o e e o - +
| Ac| N| E| I | [SYNN A->B | [SYN ACK] B->A | Mde [
B LT (TSPSPE U S Fom e e e e e +
| | | | | NS CWR ECE | NS CWR ECE | |
| AB | | | | 1 1 1| X 1 0 | accurate ECN |
| A | B | | 1 1 1] 1 0 1 | ECN Nonce [
| A | | B| | 1 1 1| 0O O 1 | classic ECN [
| A | | | Bl 1 1 1] 0 O O | Not ECN |
| A | | | B] 1 1 1] 1 1 1 | Not ECN (broken)

B T JSPUPE Uy e e e e e e e e oo oo +

Table 1: ECN capability negotiation between Sender (A) and
Recei ver (B)

Recall that, if the SYN ACK reflects the sanme flag settings as the
precedi ng SYN (because there is a broken RFC3168 conpli ant

i npl ementation that behaves this way), RFC3168 specifies that the
whol e connection MJST revert to Not-ECT.

3. Accurate Feedback

In this section we refer the sender to be the on sending data and the
receiver as the one that will acknow edge this data. O course such
a scenario is describing only one half connection of a TCP
connection. The proposed schene, if negotiated, will be used for
bot h hal f connection as both, sender and receiver, need to be capable
to echo and understand the accurate ECN feedback schene.

3.1. Coding

This section proposes three different coding schenmes for discussion
First, requirements are listed that will allowto evaluate the
proposed schenmes agai nst each other. A later version of this
docunent will choose between the codi ng options, and renove the
rationale for the choice and the specs of those schemes not chosen
The next section provides basically a fourth alternative to allow a
compati bility node when a sender needs accurate feedback but has to
operate with a | egacy [ RFC3168] receiver

3.1.1. Requirenents

The requirements of the accurate ECN feedback protocol for the use of
e.g. Conex or DCTCP are to have a fairly accurate (not necessarily
perfect), tinely and protected signaling. This leads to the

foll owi ng requi renents:
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Resi | i ence
The ECN feedback signal is inplicit carried within the TCP
acknow edgment. TCP ACKs can get |ost. Moreover, del ayed
ACK are usually used with TCP. That neans in npbst cases only

every second data packets gets acknow edged. 1In a high
congestion situation where nost of the packet are marked with
CE, an accurate feedback nechanismnmust still be able to

signal sufficient congestion information. Thus the accurate
ECN f eedback extension has to take del ayed ACK and ACK | oss
into account.

Timel y
The CE marking is induced by a network node on the
transm ssion path and echoed by the receiver in the TCP
acknow edgment. Thus when this information arrives at the
sender, its naturally already about one RTT old. Wth a
sufficient ACK rate a further delay of a small nunber of ACK
can be tolerated but with large delays this information wll
be out dated due to high dynamic in the network. TCP
congestion control which introduces parts of this dynanic
operates on an tine scale of one RIT. Thus the congestion
feedback i nformati on should be delivered tinmely (within one
RTT) .

Integrity
Wth ECN Nonce, a m sbehaving receiver can be detected with a
certain probability. As this accurate ECN feedback m ght
reuse the NS bit it is encouraged to ensure integrity as
| east as good as ECN Nonce. |If this is not possible,
al ternative approaches should be provided how a nechani sm
usi ng the accurate ECN feedback extension can re-ensure
integrity or give strong incentives for the receiver and
networ k node to cooperate honestly.

Accur acy
Cl assic ECN feeds back one congestion notification per RTT,
as this is supposed to be used for TCP congestion control
whi ch reduces the sending rate at nost once per RIT. The
accurate ECN feedback schene has to ensure that if a
congestion events occurs at | east one congestion notification
i s echoed and received per RRT as classic ECN would do. O
course, the goal of this extension is to reconstruct the
number of CE marking nore accurately. However, a sender
shoul d not assume to get the exact nunber of congestion
marking in a high congestion situation
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Conpl exity
O course, the nore accurate ECN feedback can al so be used,
even if only one ECN feedback signal per RIT is need. To
enabl e this proposal for a nore accurate ECN feedback as the
standard ECN feedback nechanism the inplenentation should be
as sinple as possible and a mnimum of addition state
i nformati on shoul d be needed.

3.1.2. One bit feedback flag

This option is using a one bit flag, nanely the ECE bit, to signal
nore accurate ECN feedback. Oher than classic ECN feedback, a
accurate ECN feedback receiver MJUST set the ECE bit in N subsequent
ACK packets (only). A accurate ECN feedback receiver MJST NOT wait
for a CWR bit fromthe sender to reset the ECE bit. N is not defined
yet but is intended to be 2.

Mor eover, when a congestion situation occurs or stops, the receiver
MUST i mredi atel y acknow edge t he data packet and MJUST NOT del ay the
acknow edgment until a further data packet is arrived. A congestion
situation occurs when the previous data packet was CE=0 but the
current one is CE=1. And a congestion situation stops when the
previ ous data packet was CE=1 and the current one is CE=0.

The followi ng figure shows a sinple state machine to describe the
recei ver behavi or for N=1.

Send i medi at e
ACK wi th ECE=0

Send 1 ACK / % % | | \

for every | R . R . | Send 1 ACK

m packets | | CE=0 | | CE=1 | | for every

with ECE=0 | BT ' BT ' | m packets
\ | | A A /' with ECE=1

Send i medi ate
ACK wi th ECE=1

Figure 2: Two state ACK generation state nmachi ne
3.1.2.1. Discussion
ACK | oss
The sinplest way to get a nore accurate ECN feedback, which allows

nore than one signal per RTT, is to set the ECE flag only once when a
congestion marks occurs instead of setting the ECE flag in every
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packets until a CWR flag is received. This solution still only
al | ows one signal per acknow edgment which m ght not be sufficient
when nore than one packet is acknow edged at once (del ayed ACKs).

And even nore inportant, this information can get lost with the |oss
only one ACK packet carrying this information. One solution would be
to carry the same information in a defined nunber of subsequent ACK
packets. This would reduce again the nunber of feedback signals that
can be transnmitted in one RTT but inprove the integrity. Mre

sophi sticated sol uti ons based on ACK | oss detection m ght be possible
as wel | .

Note that the semantics of classic ECN are changed, and the CAR fl ag
is no longer interpreted by the receiver to reset the ECE flag. A
simpl e extension of this scheme could make use of the CWR flag. E.g.
the receiver could always repeat the value of the ECE flag of the
predecessor ACK in the CWR flag. However, only a single |ost ACK can
be addressed that way. Two consecutive ACKs beconing |ost may stil
result in aloss of ECN information to the sender

In | ow congestion situations (less than one CE nmark per RTT on
average), the loss of m subsequent ACKs would result in conplete |oss
of the congestion information. The opposite would be true during
hi gh congestion, where the sender can incorrectly assune that al
segnents were received with the CE codepoint.

Wth DCTCP [Ali10] it was proposed to acknow edge a data packet
directly without delay when a congestion situation occurs, as already
descri bed above. This schene allows a nore accurate feedback signa
in a high congestion/marking situation. However, using Delayed ACKs
is inmportant for a variety of reasons, including reducing the |oad on
t he data sender.

As this heuristic is triggering i medi ate ACKs whenever the received
CE bit toggles, arbitrarily large ACK ratios are supported. However,
the effective ACK ratio is depending on the congestion state of the
network. Thus it may collapse to 1 (one ACK for each data
segment ) More sophi sticated sol uti ons based on ACK | oss detection

m ght be possible as well, when every other segment is received with
CE set.

ECN Nonce
As the ECN Nonce bit is not used otherw se, ECN Nonce [RFC3540] can
be used conpl ementary. Network paths not supporting ECN

m sbehavi ng, or malicious receivers w thholding ECN i nformati on can
therefore be detected.

Kuehl ewi nd & Schef fenegger Expires January 5, 2012 [ Page 10]



Internet-Draft Accur ate ECN Feedback in TCP July 2011

3.1.3. Three bit field with counter feedback

The recei ver maintains an unsi gned integer counter which we call ECC
(echo congestion counter). This counter maintains a count of how
many tines a CE nmarked packet has arrived during the hal f-connection
Once a TCP connection is established, the three TCP option flags
(ECE, CWR and NS) are used as a 3-bit field for the receiver to
permanently signal the sender the current value of ECC, nodul o 8,
whenever it sends a TCP ACK. We will call these three bits the echo
congestion increnent (ECI) field.

This overl oaded use of these 3 option flags as one 3-bit ECl field is
shown in Figure 3. The actual definition of the TCP header

including the addition of support for the ECN Nonce, is shown for
comparison in Figure 1. This specification does not redefine the
nanes of these three TCP option flags, it nerely overloads themwth
anot her definition once a flow with accurate ECN feedback is

est abl i shed.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
B T ST LT o T S T S
I I I | Ul A| P| R| S| F|
| Header Length | Reserved | ECI | R C| S| S| Y| I |
I I I | GI K] H| T| NJ| N|
B T S T T T T SR

Figure 3: Definition of the ECl field within bytes 13 and 14 of the
TCP Header (when SYN=0).

Al so note that, whenever the SYN flag of a TCP segnent is set
(including when the ACK flag is also set), the NS, CAR and ECE fl ags
(i.e. the ECl field of the SYNACK) MJUST NOT be interpreted as the
3-bit ECl value, which is only set as a copy of the |ocal ECC val ue
i n non- SYN packets.

This scheme was first proposed in [I-D. briscoe-tsvwg-re-ecn-tcp] for
the use with re- ECN

3.1.3.1. Di scussi on
ACK | oss

As pure ACKs are not protected by TCP reliable delivery, we repeat
the sane ECI value in every ACK until it changes. Even if many ACKs
in aroware |lost, as soon as one gets through, the ECl field it
repeats fromprevious ACKs that didn’t get through will update the
sender on how many CE nmarks arrived since the |ast ACK got through
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The sender will only lose a record of the arrival of a CE mark if all
the ACKS are lost (and all of themwere pure ACKs) for a stream of
data | ong enough to contain 8 or nmore CE marks. So, if the marking
fraction was p, at least 8/p pure ACKs would have to be lost. For
exanple, if p was 5% a sequence of 160 pure ACKs (wi thout del ayed
ACKs) would all have to be lost. Wen ACK are delay this nunber has
to be reduced by 1/m This would still require a sequence of 80 pure
|l ost ACKs with the usual delay rate of m=2.

Additionally, to protect against such extrenmely unlikely events, if a
re- ECN sender detects a sequence of pure ACKs has been lost it can
assune the ECl field wapped as nmany tines as possible within the
sequence. E.g., if a re-ECN sender receives an ACK with an

acknow edgenment nunber that acknow edges L (>m) segments since the
previ ous ACK but with a sequence number unchanged fromthe previously
received ACK, it can conservatively assune that the ECl field
incremented by D =L - ((L-D) nod 8), where D is the apparent
increase in the ECl field. For exanple if the ACK arriving after 9
pure ACK | osses apparently increased ECI by 2, the assumed increnent
of ECl would still be 2. But if EClI apparently increased by 2 after
11 pure ACK | osses, ECI should be assunmed to have increased by 10.

ECN Nonce

ECN Nonce cannot be used in parallel to this schene. But mechani sm
that make use of this new scheme might provide stronger incentives to
decl are congesti on honestly when needed. E.g. with ConEx each
congestion notification suppressed by the receiver should |l ead the
ConEx audit function to discard an equi val ent nunber of bytes such
that the receiver does not gain from suppressing feedback. This
mechani sm woul d even provide a stronger integrity mechani smthan ECN-
Nonce does. Wthout an external franmework to discourage the

wi t hhol di ng of ECN i nformation, this schenme is vulnerable to the
probl ens described in [ RFC3540].

3.1.4. Codepoints with dual counter feedback

In-line with the definition of the previous section in Figure 3, the
ECE, COAR and NS bits are used as one field but instead they are
encodi ng 8 codepoints. These 8 codepoints, as shown bel ow, encode
either a "congestion indication" (Cl) counter or an ECT(1l) counter
(El). These counters nmuintain the nunber of CE marks or the nunber
of ECT(1l) signals observed at the receiver respectively.
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e R TR e R R +
| ECl | NS| COAR| ECE| Cl (base5) | El1 (base3) |
H-- - - - [ H-- - - - Fom e e o Fom e e o +
| 0 | O] O | O | 0 I - I
| 1| 0] O | 1| 1 I - I
| 2 | 0] 1 | 0O | 2 I - I
| 3 | O 1 | 1] 3 I - I
| 4 | 1] 0 | 0 | 4 I - I
| 5 | 1] 0 | 1] - I 0 I
| 6 | 1] 1 | 0 | - I 1 I
7 1 11 1 ] 1] - I 2 I
N N T N N . N . +

Tabl e 2: Codepoi nt assignment for accurate ECN feedback

By default an accurate ECN receiver MJIST echo the CI counter (nodulo
5) with the respective codepoints. Wenever an CE occurs and thus
the value of the Cl has changed, the receiver MJST echo the Cl in the
next ACK. Moreover, the receiver MJST repeat the codepoint, that
provides the Cl counter, directly on the subsequent ACK.  Thus every
value of Cl will be transmtted at |east twice.

If an ECT(1) mark is receipt and thus El increases, the receiver has
to convey that updated information to the sender as soon as possible.
Thus on the reception of a ECT(1) marked packet, the receiver MJST
signal the current value of the El counter (modulo 3) in the next

ACK, unless a CE mark was recei pt which is not echoed yet twice. The
recei ver MIST al so repeat very E1 value. But this repetition does
not need to be in the subsequent ACK as the E1 value will only be
transmtted when no changes in the Cl have occured. Each E1 val ue
will be send excatly twice. The repetition of every signal wll
provide further resilience against |ost ACKs.

As only a limted nunber of El1 codepoints exist and the receiver

m ght not acknow edge every single data packet i mediately (del ayed
ACKs), a sender SHOULD NOT mark nmore than 1/ m of the packets with
ECT(1), where mis the ACK ratio (e.g. 50% when every second data
packet triggers an ACK). This constraint will avoid a permanent

f eedback of E1 only.

This requirenent may conflict with delayed ACK ratios larger than
two, using the avail abl e nunber of codepoints. A receiver MJST
change the ACK ing rate such that a sufficient rate of feedback
signals can be sent. Details on how the change in the ACKing rate
shoul d be inplemented are given in the next subsection
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3.1.4.1. Inplementation

The basic idea is for the receiver to count how many packets carry a
congestion notification. This could, in principle, be achieved by

i ncreasing a "congestion indication" counter (Cl.c) for every

i ncom ng CE narked segnment. Since the space for comunicating the
information back to the sender in ACKs is linmted, instead of
directly increasing this counter, a "gauge" (Cl.g) is increased

i nst ead.

When sending an ACK, the content of this gauge (capped by the maxi num
number that can be encoded in the ACK, e.g. 4 for CI, and 2 for El)

is copied to the actual counter, and Cl.g is reduced by the val ue
that was copied over and transmtted, unless Cl.g was zero before.

To avoid losing information, it is ensured that an ACK is sent at

| east after 5 incom ng congestion marks (i.e. when Cl.g exceeds 5).

For resilience against |lost ACKs, an indicator flag (Cl.i) ensures
that, whet her another congestion indication arrives or not, a second
ACK transnmits the previous counter val ue again.

The sane counter / gauge nethod is used to count and feed back (using
a different nmapping) the nunber of inconing packets marked ECT(1)
(called E1 in the algorithm. As fewer codepoints are available for
conveying the E1l counter value, an inmmedi ate ACK MJST be triggered
whenever the gauge El.g exceeds a threshold of 3. The sender
receives the receiver’s counter val ues and conpares themw th the

| ocal ly mai ntained counter. Any increase of these counters is added
to the sender’s internal counters, yielding a precise nunber of CE-
mar ked and ECT(1) marked packets. Architecturally the counters never
decrease during a TCP session. However, any overflow nust be nodul o
5 for C, and nodulo 3 for EL

The followi ng tabl e provides an exanpl e showi ng an hal f-connecti on

with an TCP sender A and receiver B. The sender naintains a counter
Cl.r to reconstruct the number of CE mark receipt at receiver-side.
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Fomm e e e e e e e e e e e e Fom e e e e e e e e e e e e e e Fommmm +
| | Data | TCP A | 1P | TCP B | Data |
o m et - - o e e e e oo B o e e e e oo P +
| | | SEQ ACK CTL | | SEQ ACK CTL | |
| -- | | - | ---eem---- | - I I
| 1] | 0100 SYN | s> | | |
I I I CVR, ECE, NS | I I I
| 2] | | <---- | 0300 0101 SYN | |
| | | | | ACK, CVR | |
| 3] | 0101 0301 ACK | ECTO - CE-> | | |
I I I | | C.c=0 Cl.g=1 | |
| 4] 100 | 0101 0301 ACK | ECTO ----> | | |
I I I I | C.c=1 C.g=0 | I
| 5| | | <---- | 0301 0201 ACK | |
| | | | | ECI=C.1 | |
I I I C.r=1| I I I
| 6] 100 | 0201 0301 ACK | ECTO -CE-> | | |
I I I I | C.c=1 C.g=1 | I
| 7] 100 | 0301 0301 ACK | ECTO -CE-> | | |
I I I I | C.c=1CQ.g=2 | I
| 8] | | XX-- | 0301 0401 ACK | |
I I I I I ECI=C.1 | I
I I I C.r=1| I I I
| 9] 100 | 0401 0301 ACK | ECTO -CE-> | | |
I I I I | C.c=1C.g=3 | I
| 10 | 100 | 0501 0301 ACK | ECTO -CE-> | | |
| | | | | C.c=5 C.g=0 | |
| 11 | | | <---- | 0301 0601 ACK | |
I I I I I ECI=C.0 | I
I I I C.r=s5 | | I I
| 12 | 100 | 0601 0301 ACK | ECTO -CE-> | | |
I I I I | C.c=5C.g=1 | I
| 13 | 100 | 0701 0301 ACK | ECTO -CE-> | | |
I I I I | C.c=5 Q.g=2 | I
| 14 | | | <---- | 0301 0801 ACK | |
I I I I I ECI=C.0 | I
I I I a.r=5 | | I I
Fomm e mm - - Fom e e e o e e e o Fom e e e o Fomm - - +

Tabl e 3: Codepoi nt signal exanple
3.1.4.2. Discussion
ACK | oss
As this schene sends each codepoint (of the two subsets) at |least two

tinmes, at least one, and up to two consecutive ACKs can be | ost.
Further refinements, such as interleaving ACKs when sendi ng
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codepoi nts belonging to the two subsets (e.g. C, E1), can allow the
| oss of any two consecutive ACKs, w thout the sender |osing
congestion information, at the cost of also reducing the ACK rati o.

At | ow congestion rates, the sending of the current value of the C
counter by default allows higher nunbers of consecutive ACKs to be
| ost, without inpacting the accuracy of the ECN signal

ECN Nonce

By conparing the nunber of incomng ECT(1) notifications with the
actual nunmber of packets that were transnitted with an ECT(1) mark as
well as the sumof the sender’s two internal counters, the sender can
probabilistic detect a receiver that would send fal se marks or
supress accurate ECN feedback, or a path that doesn’t properly
support ECN.

Thi s approach naintai ns a balanced sel ection of properties found in
ECN Nonce, Section 3.1.3, and Section 3.1.2. A delayed ACK ratio of
two can be sustained indefinitely even during heavy congestion, but
not during excessive ECT(1) marking, which is under the control of
the sender. An higher ACK ratios can be sustai ned even when
congestion is low but its need for the E1 feedback

3.1.5. Short Summary of the Discussions

Wth the exception of the signaling schene described in
Section 3.1.2, all signaling may fail to work, if niddl eboxes
i ntervene and check on the semantic of [RFC3168] signals.

The schene described in Section 3.1.4 is the npst conplex to

i npl ement especially on a receiver, with nuch additional state to be
kept there, conpared to the other signaling schemes. Wth the
advances in conpute power, many nore cycles are available to process
TCP than ever before.

Tabl e 4 gives an overview of the relative inplications of the
di fferent proposed signaling schenmes. Further discussion should be
i ncluded here in the next version of this docunent.

S Fom e e e oo Fom e e e oo R [ SR TS +
[ Secti on | Resi- | Timely | Integrity | Accuracy | Complexity |
I | liency | I I I I
o m e e oo o - Fomm e - - Fomm e - - B Fomm e e e o - s +
| 1-bit-flag | - | + | + | - | + |
| 3-bit-field | ++ | ++ -- | ++ | . |
| Codepoints | + | + | + | ++ | -- |
S o m e e oo o m e e oo Fom e e oo - [ RS TS +
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Tabl e 4: Overview of accurate feedback schenes
3.2. TCP Sender

This section will specify the sender-side action describing howto
exclude the accurate nunber of congestion markings fromthe given
recei ver feedback signal

3.3. TCP Receiver

This section will describe the receiver-side action to signal the
accurate ECN feedback back to the sender. |In any case the receiver
will need to maintain a counter of how many CE marki ng has been seen
during a connection. Depending on the chosen coding scheme there
will be different action to set the corresponding bits in the TCP
header. For all case it mght be helpful if the receiver is able to
switch forma del ayed ACK behavior to send ACKs i mmedi ately after the
data packet reception in a hight congestion situation

3.4. Advanced Conpatibility Mde

This section describes a possiblity to achieve nore accurate feedback
even when the receiver is not capable of the new accurate ECN
feedback schene with the drawback of less reliability.

During initial deploynent, a |arge number of receivers will only
support [RFC3168] cl assic ECN feedback. Such a receiver will set the
ECE bit whenever it receives a segnent with the CE codepoint set, and
clear the ECE bit only when it receives a segnment with the CAR bit
set. As the CE codepoint has priority over the CAR bit (Note: the
wording in this regard is anbi guous in [ RFC3168], but the reference

i mpl ementation of ECNin ns2 is clear), a [RFC3168] conpliant
receiver will not clear the ECE bit on the reception of a segnent,
where both CE and CWAR are set sinultaneously. This property allows
the use of a conpatibility node, to extract nore accurate feedback
fromlegacy [ RFC3168] receivers by setting the CAR pernmanently.

Assum ng an del ayed ACK ratio of one, a sender can permanently set
the CWR bit in the TCP header, to receive a nore accurate feedback of
the CE codepoints as seen at the receiver. This feedback signal is
however very brittle and any ACK | oss may cause congestion
informati on to becone lost. Delayed ACKs and ACK | oss can both not
be accounted for in a reliable way, however. Therefore, a sender
woul d need to use heuristics to determne the current delay ACK ratio
m used by the receiver (e.g. nost receivers will use m=2), and al so
the recent ACK loss ratio (I). Acknow edge Congestion Contro

(AckCC) as defined in [ RFC5690] can not be used, as depl oynent of
this feature is only experinental
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7

1.

Usi ng a phase | ocked | oop algorithm the CAR bit can then be set only
on those data segnents, that will trigger a (delayed) ACK  Thereby,
no congestion information is lost, as long as the ACK carrying the
ECE bit is seen by the sender

Whenever the sender sees an ACK with ECE set, this indicates that at
| east one, and at nost m/ (m- |) data segments with the CE
codepoi nt set where seen by the receiver. The sender SHOULD react,
as if mCE indications where reflected back to the sender by the
recei ver, unless additional heuristics (e.g. dead tinme correction)
can determine a nore accurate value of the "true" nunber of received
CE mar ks.
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| ANA Consi der ations
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Security Considerations

For codi ng schenes that increase robustness for the ECN feedback
simlar considerations as in RFC3540 apply for the selection of when
to sent a ECT(1) codepoint.
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Appendi x A.  Pseudo Code for the Codepoint Coding
Recei ver:

I nput signals: CE, ECT(1)
TCP Fields: EC (3-bit field fromCAR and ECE). Cl.cm and E1.cm nap
into these 8 codepoints (ie. 5 and 3 codepoints)

These counters get tracked by the follow ng vari abl es:

Cl.c (congestion indication - counter, nmodulo a multiple of the
avai | abl e codepoints to represent Cl.c in the ECl field.

Range[ 0..n*Cl . cp-1])

Cl.g (congestion indication - gauge, [0.."inf"])

Cl.i (congestion indication - iteration, [0, 1])

These are to track CE indications.

El.c, El.g and El.r (doing the same, but for ECT(1) signals).
Const ant s:

Cl.cp (nunber of codepoints available to signal)
Cl.cn{] (codepoint mapping for Cl)
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El.cp (nunber of codepoints available for E1 signal)
El.cnf 0..(ELlL cp-1)] (codepoint mappings for El)

At session initialization, all these counters are set to O;

When a Segenent (Data, ACK) is received,
performthe follow ng steps:

If a CE codepoint is received,

Increase Cl.g by 1

If a ECT(1) codepoint is received,

Increase El.g by 1

If (Cl.g > 5) # When ACK rate is not sufficient to keep
or (El.g > 3) # gauge close to zero, increase ACK rate
# wor ks i ndependent of del ACK nunber (ie AckCQC

Cancel pending del ayed ACK (ACK this segnent inmmediately)

# this increases the ACK rate to a maxi numof 1.5 data segnents
# per ACK, with del ACK=2,

# and CE nmark rate exceeds 75% for a numnber

# of at |east 18 segments.

# 5 codepoints would all ow del ack=2 indefinitely btw

When preparing an ACK to be sent:

!=0) and (Cl.i '=0)) # El.g=01is to skip this

#if only the 2nd C.c ACK
# has to be sent - effectively alternating Cl.c and ELl.c on ACKs
# should give slightly better resiliency against ack | osses

If Ad.i == # updates to Cl.c all owed
and Cl.g > 0 # update is meani ngful
a.i =1 # may be | arger
#if nmore resiliency is reqd
Cl.c += min(Cl.cp-1,C.Q) # Cl.cp-1is 3 for 4 codepoints,

# 4 for 5 etc

Cl.c =C.c nodulo Cl.cp*Cl.cp # using nodul o the square of
# avail abl e codepoi nts,
# for convini ence (debuggi ng)

Cl.g -=mn(Cl.cp-1,C.09) #
El se
c.i-- # just in case Cl.f was set to

# nmore than 1 for resiliency
Send next ACK with ECl = Cl.cn{Cl.c nodul o Cl.cp]

El se

If (El.g > 0) or (EL.i !=0)
If (El.i == 0) and (El.g > 0)
El.i =1
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El.c += mi n(ELl cp-1, El. g)

El.c = El.c nodul o E1.cp*El.cp
El.g -= min(EL cp-1, ELl. g)

El se

El.i--

Send next ACK with EC
El se

Send next ACK with EC

El.cnf E1. ¢ nodul o EL. cp]

Cl.cnfCl.c nodulo Cl.cp] # default action
Sender:
Count ers:

Cl.r - current value of CEs seen by receiver

El.s - sumof all sent ECT(1l) marked packets (up to snd. nxt)
El.s(t) - value of El.s at tinme (in sequence space) t

El.r - value signaled by receiver about received ECT(1) segnents
El.r(t) - value of El.r at tinme (in sequence space) t

Cl.r(t) - ditto
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# Note: Wth a codepoint-inpl enentation,

# a reverse table ECI[n] -> Cl.r / El.r is needed.
# This exanple is sinplified with 4/4 codepoints
# instead of 5/3

If ACK with NS=0

Cl.r += (ECl + 4 - (Cl.r mod Cl.cp)) nod Cl.cp

# The wire protocol transports the absol ute val ue

# of the receiver-side counter.

# Thus the (positive only) delta needs to be cal cul at ed,
# and added to the sender-side counter.

If ACK with NS=1

El.r += (ECl + 4 - (El.r nod El.cp)) nod El.c

# Before Cl.r or El.r reach a (binary) rollover,
# they need to roll over sone nultiple of Cl.cp
# and El.cp respectively.

Cl.r =Cl.r nodulo Cl.cp * n_Cl

El.r = El.r nodulo El.cp * n_El1

(an inpl enentation nmay choose to use a single constant,
ie 3"4*574 for 16-bit integers,

#
#
# or 378*578 for 32-bit integers)
#
#

The following test can (probabilistically) reveal,
if the receiver or path is not properly
# handling ECN (CE, E1) narks

If not EL.r(t) &t;= El.s(t) &t;=ELr(t) + C.r(t)
# -> receiver lies (or too nmany ACKs got |ost,
# whi ch can be checked too by the sender).
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