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Pnonty Management in ATM Switching Nodes

Hans Kroner Gérard Hébuteme Pierre Boyer Senior Member, IEEE, and Annie Gravey

Abstract—The future broadband ISDN needs a high degree of flexi-
bility in order to cope with a great variety of services with widely
differing bandwidth and quality of service requirements. The asyn-
chronous transfer mode (ATM), 'which is now widely accepted as the
basis for this network [2], offers very flexible information transfer with
respect to bandwidth requirements. The introduction of a special class
_of prioritfes, called space priorities, adds a quality of service flexibility
‘to the ATM bearer service. This paper describes various space priority
mechanisms and their detailed performance evaluation. Furthermore,
a comparative performance study is given, indicating the excellent per-
formance characteristics of a simple buffer management scheme called
partial buffer sharing.

I. INTRODUCTION

HE load carried by a network is always the result of a trade-
off between the demands of the network operator, with re-
spect to transmission efficiency, and those of subscribers con-
cerned with the quality of service, i.e., the user-oriented quality
of service (QOS). k
To achieve this user-oriented quality of service, end-to-end
protocols include a user-specific ATM adaptation layer—above
the network layer—which copes with the network performance
of the connection and recovers transmission errors, cell losses,
clock perturbation, and cell delay variations. Signal recovery
can be properly worked out by the ATM adaptation layer only
if the network performance is better than a set of lower bounds,
namely the network-oriented quality of service.
. Since the current ATM-based network offers a unique bearer
service to indistinguishable cells, congestion control mecha-

nisms have to ensure that the network performance of an ATM -

connection is higher than the network-oriented quality of ser-
vice required by the most demanding service.

As far as cell loss is concerned, such a requirement may be
very restrictive. Some applications, for example, signaling and
subband coded video, involve vital cells which must be re-
ceived by the adaptation layer.

Conversely, such a high- quality transfer is not required by all
the maJorrty of calls, could cope with higher cell loss rates and
a larger cell delay jitter. Why should these subscribers pay for
the best transfer quality?

Indeed, a congestion control designed for a current ATM-
based network is likely to limit the multiplex load. This limi-
tation may be rather severe when the network has to cope with
bursty sources, even if an intelligent access mode is used. Net-
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work operators are likely to require further load improvements,
which cannot be delivered without increasing the cell loss rate
and the cell delay variations.

Besides the current bearer service offering a high-quality
transfer, a second bearer service could be defined offering 3
medium-quality transfer, which would provide for connections
with less stringent network performance requirements. Among
the different performance criteria, we have focused on cell loss
rate since many services can tolerate a rather high cell loss rate.

Introducing a second bearer service would allow ATM net-
works to meet the requirements of a ‘‘quasi-zero’’ cell loss
transfer while achieving a fairly high multiplex utilization,

Moreover, it would improve the robustness of queue dimen-

sioning when the network copes with unexpected bursty traffic,
An explicit cell loss priority indication in the ATM cell header -
has been recently agreed upon by CCITT {3].

II. ATM BEARER CAPABILITIES AND PRIORITIES

The two bearer capabilities could be offered either at call lével
or at cell level. When offered at call level; all cells of a given
call belong to the same class. Some data transfer calls could be
based only on the medium-quality transfer bearer capability.
When offered at cell level, each cell of a given call may be
either vital or ordinary. Here, the basic idea is to take advan-
tage of the intrinsic redundancy of the signals with respect to
the adaptation layer. A vital cell must reach its destination if
the adaptation layer is to retrieve the original signal. On the
contrary, the loss of an ordinary cell does not matter since its
payload can be retrieved by the adaptation layer. When the ratio
of vital to ordinary cells is small, the requirement on cell loss
becomes less severe so that the admissible load may be im-
proved. Indeed, the unique cell loss rate requirement is now
split into two parts: a more restrictive constraint on the loss of
precious and infrequent cells and a less restrictive constraint on
the loss of ordinary and frequent cells. However, this is paid
for by priority marking in the terminals and a more complex
buffer management logic in the switches and multiplexers.

Another possible application is the marking of cells by the
policing function [8]. Cells which are violating the contract on
which the admission of the corresponding connection is based
will be marked as low priority cells. However, at most one of
the above applications can be supported with only two priority
classes.

The two bearer capabilities could be offered either separately
or jointly on the network multiplexes. When offered separately,
each bearer capability is assigned to a set of dedicated multi-
plexes. This is called the Route Separation, where medium-
quality transfer multiplexes will carry a higher load than others.
In this solution, call setup is complex but buffer management
in the switching and multiplexing stages remains simple. For
some calls involving both bearer capabilities, for example, video
communication, a resequencing device must be added to the
ATM adaptation layer because the ordering of cells can be mod-
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ified by their transfer along different virtual circuits through the .

network. ,
When offered jointly on any multiplex, two classes of cells,
corresponding to different cell loss rates, should be defined. Vi-

tal cells are handled by the high-quality transfer bearer capa-.

bility while ordinary cells are handled by the medium-quality
transfer bearer capability. Buffer management in the switching
elements becomes more complex since a selective discarding
mechanism must be implemented.

Note that the introduction of the usual head of the line prior-
ity is not an appropriate solution. If this mechanism is imple-
mented, both classes experience different sojourn time charac-

teristics but identical cell loss rates since the time pridrity HOL -

is not a selective discarding mechanism.

We propose two priority mechanisms in the followmg, Whlch

both realize selective discarding. The first is the push-out mech-
anism. An arriving vital cell may enter a saturated queue pro-
vided that an ordinary cell is already awaiting transmission. One
of the ordinary cells is discarded and the vital cell joins the
queue. If the queue contains only vital cells, the arriving vital
cell is discarded. On the contrary, ordinary cells cannot enter a
saturated queue and are discarded. Since cell sequence must be
preserved, the push-out mechanism requlres a complicated
buffer management logic. ‘
" The second solution is the partial buffer sharing. When queue
occupancy reaches a given threshold, only vital cells may enter
the queue. Obviously, this solution is less efficient than the
“*ideal’’ push-out mechanism since vital cells can be discarded
while ordinary cells are still in the queue, but-it is much simpler
to implement. '

Assessments and comparisons of these solutions, including
the route separation, are performed in the following. The per-
formance analysis will be split into two different parts:

e Performance analysis (Section III) and comparison (Sec-

“tion 1V) for Poisson input traffic,
e Performance modeling for bursty input traffic (Section V).

The first part considers the short-term queueing behavior,:

whereas the second part deals with the long-term characteristics
of the arrival and queueing process [21]. We obtain a very good
approximation for the overall queueing behavior by a simple
addition of both results [21]. Further, it should be mentioned
that the first analysis is useful for dimensioning the network
buffers, whereas the second analysis is closely related to the
connection admission control within ATM networks.

III. MODELING SPACE PRIORITIES

This section gives a detailed performance evaluation of dif-
ferent loss priority mechanisms for Poisson input traffic. While
much work has been spent on the description and performance
evaluation of various-time priority mechanisms (see, for ex-
ample, [18]), there is only little work related to loss priority
systems. Recently, queueing systems combining both kinds of
priorities have been proposed and studied [1], [12], [16], [27].

Irland [17] has studied different mechanisms for sharing of
buffers in store-and-forward switching networks. N traffic flows,
each attached to its own server having an exponentially distrib-
uted service time, share a common buffer. This paper deals with
a different situation—a single server is attached to the common
buffer and the service times are general independent.

Doshi and Heffes [7] have described and analyzed an over-
load control algorithm using the push-out mechanism with re-
placement strategy FIFO for the M/M/1/N queue. Furthérmore,
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partial buffer sharing policies have been proposed and analyzed
as means of overload control [22], [28], [31]. Takagi [31] has
analyzed an M/G/1/N queueing system, where the arrival pro-
cess is switched off when the buffer limit is reached and switched -
on again when the buffer occupation falls below a given resume

" level. Li [22] proposed a similar overload control algorithm,

where the upper limit is replaced by an arbitrary value, and he
has analyzed this mechanism for M/PH/1/N and PH/M/1/N
queueing systems. Neuts [28] has analyzed an M/G/1 queueing
model with infinite queue capacity and a more sophisticated

“overload control scheme. Although these mechanisms are re-

lated to partial buffer sharing, they do not take into account the
“‘multi-class’” aspect of the present problem. ' '

Recently, several papers have analyzed various buffer prior-
ity mechanisms using different assumptions [1], [4], [16], [24],
[29], [301, [33]. Sumita and Ozawa [30] have provided conser-
vation laws for systems using a push-out scheme. Bonomi et al.
[1] have outlined an analysis for a partial buffer sharing system
which is fed by burst-silence sources (see Section V), whose
peak bit rate equals the link bit rate. The classification of the
arrivals into Class 1 and Class 2 arrivals is done via a Bernoulli
trial. Petr and Frost [29] used geometrically distributed arrivals
with the same priority assignment to optimize the thresholds of
the partial buffer sharing mechanism. A multiplexing of geo-
metric arrivals (low loss pnonty) and the above burst-silence
sources (high loss priority) using’ the partial buffer sharing
scheme has been presented by Hou and Wong [16]. For sim-
plification, it has been assumed that all Class 1 arrivals are prior
to Class 2 arrivals within a given service interval. .

Lucantoni and Parekh have analyzed the partial buffer shar-
ing mechanism for Poisson arrivals assuming infinite buffer size
[24]. Furthermore, Chang and Wu gave an approximate anal-
ysis in [4] for a generalized partial buffer sharing system with
deterministic service time, which is fed by Poisson batch ar-
rivals. Moreover, they described and analyzed a push-out
scheme where a replacement of cells is only possible for the
arrivals within the current service interval. Finally, Yin et al.
[33] have given an approximate performance analysis for the
partial buffer sharing strategy using a fluid flow approximation
of burst-silence sources, but they assumed that each source of-
fers precious and ordinary cells simultaneously with a fixed ra-
tio, such that the aggregate arrival rate of Class 1 cells never
exceeds the service rate.

The following “performance evaluation is valid for Poisson
inputs, general independent service times, and a finite waiting
room. This has been carried out for two classes of customers,
since it is currently the only relevant case for ATM networks:

[3].

A. Traffic Models

The traffic models under consideration are shown in Fig. 1.
The arrival process to the queue can be approximated by a mem-
oryless process if a large number of independent traffic sources

" is assumed and each source contributes a small fraction to the

total load. Moreover, the short-term behavior of a statistical

- multiplexer can be characterized using this simple arrival model

[21]. In continuous time systems, this implies a Poisson arrival
process. In discrete time systems, the interarrival time between

 successive arrival instants must be geometncally distributed to

obtain this property. An ATM system is basically a discrete
time system, but the limiting case of a discrete time GEO/G/1
queueing system is an M/G/1 queueing system and, therefore,




420 ) : : IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 9, NO. 3, APRIL 199

B,
M) ’\1
M, X
S G,h
B, '
(@ .
M, A
B, B,
M, L ip— O
S—-9; Sz G,h
(®)
By y

©

Fig. 1. Space priority mechanisms for selective cell discarding in ATM
networks. (a) System using a push-out scheme and a common buffer; (b)
System with partral buffer sharmg (©) System with a separate route for each
traffic class.

the analy31s w111 be for this continuous time system. Further-
more, we have’ obtamed similar performance results for the
equivalent dlscrete time queueing systems [15]. ;

" The service trmes ate independent and generally distributed
and have the same ;strrbutron for both traffic classes. The ser-
vice drsmplme i FIFO, in order to guarantee cell sequence in-
tegrity. Additionally,-for the push-out mechanism, a strategy
has to be defined for pushing out or replacing low priority cus-
tomers by high prlorlty customers. Thfoughout this paper, the

replacement strategy LIFO is considered because this strategy.

minimizes the complexity of the buffer management. Using an-
other replacement strategy, for example, RANDOM, results in
slightly different loss’ probabilities [15].

B. : System Using the Push Out Scheme

The aggregate state process of this system is the same as in
the ordinary M/G/1/N queuemg system with arrival rate \ = Al

+ A,, because for every arriving cell which finds the buffer

completely occupred exactly one cell is lost (either the arriving
cell itself or the replaced cell) Since all classes have the same
service time distribution, a simple conservation law for the ag-
gregate state probabilities and the aggregate 1oss probability can
be stated. The loss probabilities B, and B, of the two traffic
classes are related to the loss probability B ‘of the ordinary
M/G/1/N queueing system with aggregate arrival rate A ="\,
+ X, in the following way [30]:

NBi + NaBy = (N + X,)B = \B. (1)

An extension of this conservation law to more than two traffic
classes is straightforward. The stationary characteristics of the
M/G/1/N queueing system are well known (see, for example,
[13]). Hence, it is sufficient to evaluate the loss probablhty for
one class and to determme the loss probability of the other class
from (1).

Therefore, a tagged low priority customer wrll be observed
from joining until leaving the system. From this consideration,
the probabilities that this customer will be served can be eval-
uated. Using the PASTA property (Poisson arrivals,- see time
averages [32]) and the conservation law for the aggregate
steady-state probabilities, the state probabilities 6bserved by an

arriving custom_er are identical to the steedy-state probabilities
pe(fork =0, 1, , N) of the equivalent M/G/1/N queueing
system. The loss probabrhty of Class 2 traffic wrll be evaluated
from the followmg equatron [14]

2 = Z Pk[l -

N
P(served|k)] =1 — kzo P(served, k)

(2)
with N = S + 1 being the size of the whole system. The joint
probabilities P(served, k) that an arriving cell of Class 2 ar.

rives in system state k and will finally reach servrce are defined
by the followmg equattons fork =0and k =

P(served 0) = po ' (3)
, P(served,N)=~0. o (4)

The remainder of this section deals with the derivation of the -
other joint probabilities P (served, k). :

During an arbitrary service interval, n customers of the high
prlorlty class will arrive with probablhty

A(n) = So ()‘rl’)

where H(?) denotes the pI‘Obablll[}" dlstrxbutlon function of the
service time. ‘

A customer arriving in queuemg posmon k will occupy this
position for the residual service time of the mpmentarily served
customer. Since Poisson arrivals see time averages the arriving -
customer expertences the conditional residual service time of

exp (—N7) dH(t) (5)

System state k as the res1dual service fime of the momentarily

served customer. Recently, a formula for the mean value of the
conditional resrdual service time in the M/G/1 queueing system
has been found [10] [26] The_]omt probablllty that, at an ar-
bitrary moment inan ‘equilibrium period, k cells are present in-
the queueing system and the service of the momentarily served
cell terminates in the interval ¢, t + dt (resrdual service time)
will be denoted by r,(¢) and has been derxved’ in [20]:

r(t) = S Aha(u + t) exp (—Au)
0 ol ,
Cok=1 k- j :
() (Au)
[po ‘(——1—)"" + ‘§0 Dk —j i du. (6)
The joint probability A,(n) that an arriving Class 2 cell will
arrive in queueing position k and n Class 1 customers will arrive

until the service of the momentarily served customer terminates
can be calculated from the following equation:

Ak(n) = So (}; )

exp ( =N\ 1) r(2) dt. (7)

The evaluation of these joint probabilities is substantrally sim-
plified for a negative exponential service time distribution,
where rk(t) becomes equal to p h(t) and A, (n) = pyA(n);
h(t) is the probability density function of the service time.
Assuming that the tagged cell enters the system in queueing
position k (fork =1, 2, - , §), it moves forward to queueing
position k — 1 when the service terminates if, during the resid-
ual service time of the currently served customer, no more than
S — k customers of the high priority class have arrived. Given
that the cell has reached queueing position k — j, it will be
forwarded to queueing place k — j — 1 only if there arrive no
more than § — k + j customers of Class 1 during the initial
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residual service time and the following j service times (this must
be conditioned on the constraints, which must be fulfilled to
reach queueing place k — j ). Finally, the service probablhty is
the probability that the customer joins queueing position O
(server) We establish the following convolution algorithm for
the evaluation of the conditional service probability of Class 2
customers. The joint probability that the tagged cell enters the
system in queueing position k and is then able to proceed to
queueing position k — j — 1 while n cells of Class 1 arrive is

denoted by C, ;(n).

Step O: 7 _
A(n) f0=sn=<S-—-k
Cro(n) = . (8)
. 0 otherwise.
Step](1<J<k“1) \
‘ ' C“_,(n)*A(n) f0=n=<S8—-k+j
Ck,j(n) = .
: 0 otherwise. : B
, (9)
Final step:
. ‘ . S—1 v
P(served, k) = 2_30 Cii_i(n). (10)

The operator * denotes the convolution operation,

4:(0) 41(1) c (S - i)412(52~ 0) fllz(sz; 1)

. (0) g (1) *+: q(S2 = 1) ¢12(S5,, 0) G12(S5 1)

0 41(0)' "11(52“2)(]17(2—1 0)‘117( - L)
=10 o “a(D) 9a(2,0)  gu(2.1)

0 0 q,:(0) q12(1,0) 2}!2(17 1)

0 0 0 4:(0) . q:(1)

0 0 -0 0 0

K 0 -0 0 0

Using (5)-(7), the arrival probablhtles A(z\ and A (i) for
high priority cells can be evaluated. Furthermore, the condi-
tional service probabilities are given from (3), (4), and (8)-
(10). Theloss probability of Class 2 can be calculated from (2)
and finally the loss probability of Class 1 is givén by the con-
servation law for the loss probabilities (1).

C. System with Partial Buffer Sharing

The characteristics of this system will be determmed ‘using
an embedded Markov chain approach. As in the ordinary

M /G /1 queueing system, the service completion instants are -

the embedded points for the underlying Markov chain. Thete-
fore, a probability vector IT = (my, 7, * * * , 7s) is defined,
whose kth component 7, is the probability that a departing cus-
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tomer leaves k customers behind in the system. According to
the previous definition of the partial buffer sharing policy, cells
of Class 1'and Class 2 are able to join the queueing system if
the system state is less than or equal to S or S,, respectively.
Representing the state transitions of the embedded Markov chain
by a trafisition matrix Q of size N X N, the following equation
system can be stated, describing the stationary characteristics
of the system just after a departure instant: '
M=1-0 (1)
Since there is a maximum of one customer served between suc-
cessive embedded points, transitions from level k'to level j <
k — 1 are not possible. Transitions between levels k < S, and

- j = S, occur with the total arrival rate \.- The corresponding
- transition probabilities are denoted by the wvariables q,(n,) given

that n, arrivals occur between two successive embedded points.
The transitionis between levels k > S, and j > S, depend only
on the arrival rate. \, of Class 1, since the shared part of the
buffer is completely occupied under this condition. These tran-
sition probabilities will be denoted by g,(n,), where n, de-

_scribes the number of Class 1 arrivals during one service time.
Finally, the remaining transitions consisting of n, arrivals with
arrival rate \ and n, arrivals with arrival rate X\, occur with the
probability q,,(n;, n,). Using these notations, the following
transition matrix can be established.

! e S~3’3—I N
“qa(S S =8 - 1) 1= 2 a(j) - _Z q12(82.j)
& sist
“q12(S, S — S - 1) I~ 24 q.(j) - />=:u q12(82. /)
455 s$s-1 C.
q2(S: — 1, S =S5, = 1)1 “ji—‘o a(j) - E) 92(8: = 1.J)
) l s~.é_;_| ' 12
“q12(2,85 -8, -1) I “igofll(j)“ j%‘() q12(2.j) ( )
‘ SeS-1
“q2(1, 8= 8 - 1) 1 —q,(0) — '?0 g2(1,J)
S-S - .
“qa (S-S~ 1) 1~ i%b q:(J)
i
:(1) = 2 g:())
:(0) I~ q:(0) N
~The transition probability g; (nl) is given by
, ()"
amy= | O op(nyaney. (13)
B I

The transition probability g, (nz) depends on the arrival rate of
Class 1 customers:

éz(”z) = S:

For transitions from states k < S, to states j > S,, the afrival
rate is reduced from A to A; when state S, + 1 is reached be-
cause all cells of Class 2 are discarded in the overload states.
The transition probabilities for these transitions can be com-
puted from the probability distribution function of the time in-
terval containing n, arrivals with arrival rate \ and n, arrivals

“n'")m exp (~N1)dH(r).  (14)
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with arrival rate \,. This approach leads to an alternating sum
(for the given deterministic service time) which tends to nu-
merical instability.

Therefore, a different approach is used to derive numerically
stable expressxons for the transition probablhtles Assuming a
~ constant arrival rate A during the whole service time, n cus-

tomers will arrive with probability g, (n). After the first n, ar-

rivals, each new customer belongs to Class 2 with a probability
N2/ and will be discarded, because system state S, + 1 is
exceeded. Therefore, the transition probability g, (n, n2) is
given by the following equatlon

3 oo n __‘n] . z\l n Z\_Q n—ng—n3
gu(n, m) = "=§+m q:(n) < nz, > <)\> <)\> .
- | (15)

The summation can be stopped after afew steps, since the series
converges very rapidly.

Assuming an initial value for 7,, the state probabllmes may
be computed recursively from-the equation system (11). One
equation is redundant, because it is linearly dependent on the
other equations. Finally, the probability 7, is deduced from the
probability normalizing condition

N _ B
2 m = 1. - (16)
k=0

For a derivation of the loss probabilities, it is necessary to de-
terminé the probability distribution for the system length en-
countered by an arrival. This probability distribution is equiv-
alent to the steady-state probability distribution p, [32]. The
probabilities p, (fork = 0, 1, , N) must be different from
the former departure-point probabilities =, (for k = 0, 1,

-, N — 1), because the state space is enlarged by the state
N = S + 1. For an infinite interval, the number of joining cus-
tomers equals the number of departing customers. Hence, the
effective arrival rate of customers which are able to join the
system must be equal to the departure rate:

Pk> =—1——;1_@' (17)

N

M(L = py) + x2<1 - 2

k=S +1

A well-known law for the G/G/1 queueing system states that an
arriving customer who is able to join the queueing system ob-
serves the same state probabilities as a departing customer,
given that arrivals and departures occur singly, i.e., m; is the
state probability seen by a customer who joins the queueing
system (see [5] for a proof). Therefore, the following equation
holds for the state probabilities just after a departure:

[
: P ifk < S,
— by
- Pn — 5 Pj .
A ' )\_/ S2+1 (18)
T = h -
) ifS, <k<S$
R | = .
NN 2 ’

poh s,
k )\pN >\J Sz+1pj

Combining (17) and (18) provides the followmg steady-state _

probabilities
( Tk . » ’
—_— fo<k=<3S
.y + N ! 2
) )\ Ty .
={ — fS, <ks<S§
P < N ot M s
1 - {1+>¥ Z r} ifk=25+1
\ o + M N j=S2+1 '
‘ (19)
The loss probabilities are given as follows:
B, = py (20)
N
B, = I P (21)
k=S2+1

D. System with Route Separation

For a simple network operation, it is assumed throughout the
paper that both traffic classes are strictly separated within the
network and all buffers have the same size S. Hence, the
queueing model can be split into two different and independent

- submodels, which can be analyzed using an embedded Markov

chain (see, for example, [13]). The same analysis is valid for
the system without priorities.

IV. PRIORITY ASSESSMENT FOR POISSON INPUT

First of all, the loss calculations presented above can be used
to give a full characterization of the mechanisms. Unless oth-
erwise stated, the results below are based on the following as-
sumptions.

e Cell loss probab1 ity for Class 1 cells (B;) must be less
than 107'°,

e Cell loss probability for Class 2 cells (B;) must be less
than 107°.

e The ratio of Class 1 cells is taken as \; /N = 20%.

These assumptions represent a typical ATM traﬂic mix, in which
the Class 1 bearer service is assigned to vital cells which appear
in such applications as signaling and subband coded video and
require a low loss of information as well as real-time transmis-
sion. The corresponding arrival rate ought not to be larger than
15-20% of the total arrival rate. The required cell loss proba-
bilities are given for a single buffer stage (see [6]).

For each of the case studies which follow, the rule is the
same. A comparison is given between the four queueing disci-
plines, namely, no priority (i.e., M/D/1/N), route separation,
push-out, and partial buffer sharing, performed as follows.

1) No priority: the multiplexer is modeled as an M/D/1/N
queue, where the two flows are indistinctly mixed. The load
limitation results from the cell loss constraint of Class 1. That
is, the two flows-are given the same loss probability B,.

2) Route separation: each class feeds a separate M/D/1/N
queueing system. The ratio of Class 1/Class 2 traffic is fixed
and the total load is limited by the class which reaches the cell
loss constraint first. Since the hardware requirements are dou-
bled (two servers, overall buffer size 25 ), the total admissible
load is given by the sum of the Class 1 and Class 2 traffic di-
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ded by two in order to obtain a fair comparison of the mech-
aniéms. Assuming extremely unbalanced arrival rates, the total
aahiissible load is very low because nearly the whole traffic is
carried by one route. Therefore except for Fig. 3, the ratio of

Class 1 and Class 2 'traffic is chosen to obtain a maximum for
the total load (cell loss constraints reached for both traffic -

classes)

'3) Push-out mechanism: the load is limited by the first of the -

constraints which is violated." Usually, cells of the other flow
(where the constraint is not invoked) have a much lower cell
loss probability than admissible.

4) Partial buffer sharing: in this case, the buffer size S is not

Suﬂicrent for a dimensioning. Given the loss probabilities” B, .

and B,, on€ has to choose S, also to maximize the total load.
The dimensioning process becomes a more complex trial-and-
error game (see below). On the other hand, this allows to adjust
more closely the constraints with the actual performances. Two
“‘variants’’ may be defined, in the first one S, is allowed to vary
according to the long run traffic' fluctuation (adaptive partial
buffer sharing); in the second one, S, is kept fixed (fixed partial
buffer sharing). The robustness of thls variant must be esti-
mated

A. Dimensioning Versus Offered Load

- The first comparison focuses on the total admissible load as
a function of the buffer'size. This is the elementary dimension-
ing process, which points out the merit of using a space prlorlty
mechanism.

The curves in Fig. 2 show the kind of results which are to be
expected. The first remark is the interest of a space priority
scheme. For a given dimensioning, the admissible load is in-
creased. The advantage is made clearer by inverting the argu-
ment: for a given load to be carried, the requrred buffer size
decreases.

. The second point to be hlghhghted is the relative equivalence
between the push-out and the partial buffer sharing mecha-
nisms. In a large range, both mechanisms achieve the same per-
formance level, the push-out scheme being slightly better. Any-
way, in the actual domain of variation; these mechanisms are
to be considered as equivalent. The system with route separa-

tion provides a smaller gain in a very narrow range of the load

ratio N, /N (see also Fig. 3).

Table I further illustrates these points for some typical values
)f the total load, under the given assumptrons The gam pro-
w0 dlfferent crlterla. load 1mpr0vement for a glven buffer srze
r buffer size reduction for a given load.

For the configuration under study, the relative gain on the
oad to be expected is around 10-15%. Possibly, this is not the
nost interesting point of view in the sense that other constraints
¥ill anyway limit the maximum load. So let us focus on the
second aspect: the decrease in buffer size. Table I gives some
-Ypical figures.

Recall that for the partial buffer sharmg, the Class 2 threshold
S assumed to be chosen optimally (i.e., the two thresholds are
*hosen so that to ensure at the same txme the targeted rejection
‘ates). The (relative) superiority of push-out over partial buffer
sharing is surprising at first glance, since push-out works almost
Always by giving a too low rejection probability to one of the
lows. The optimality mentioned above does not really favor the
Jartial buffer sharing scheme, because Class 1 flows have to
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TABLE I

BUFFER DIMENSIONING FOR VARIOUS PRIORITY MECHANISMS
Partial
Total ‘ Push-Out Buffer
Load M/D/1/N - Mechanism Sharing
o = 0.55 20 12 . 16
o =070 32 19 22
p = 0.80 49 29 31
p=0285 67 38 41

compete with Class 2 in nearly the whole buffer and Class 2 has
only access to a fraction of the buffer.

For instance, with a total system size of N = 40, the follow-
ing loss probabilities are observed:

e Push-out, p = 0.85, one méasures Bl = 1.1 x 10" "® and
B, =73 x 10“7

° Pamal buffer sharing, p = 0.85, one measures for S, =
36: B, = 3.4 x 107"%and B, = 1.8 X 107%; for S, = 35: B,
=2.6x10""and B, = 2.5 x 1079,

B. Influence of the Class 1/Class 2 Ratio

A second experiment again brings surprising results. For a
given dimensioning (S fixed), let us vary the traffic mix, mea-
sured by the ratio \, /N or p,/p. Here again, for partial buffer
sharing, it is not sufficient to fix the buffer size . Two subcases
are studied. In the first one (adaptive partial buffer sharing), the
threshold S, is adjusted to its optimal value. The second scheme
(fixed partial buffer sharing), on the other hand, is based on a
constant value for the buffer threshold S,. The curves (see Fig.
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3) are drawn for § = 64. They show that for the push-out mech-
wmnism and for partial buffer sharing in a wide range of the p, / p
atio, the admissible load remains nearly constant. Actually,
his is only true for low loss ratios B, /B;, say up to four orders

»f magnitude. For larger loss ratios, the admissible load de-

sreases with the load ratio p,/p. Due to the assumptions de-
seribed in Section III-D, route separatlon is very sensitive to a
variation of the load ratio.

The curves presented above show, first of all, the advantage
of space priority schemes: increase of admissible load or cor-
relatively easier dimensioning. The results show also the ro-
sustness of such a mechanism. There is no need to predict ex-
actly the level of individual components of the traffic, since each
>f the systems studied is almost independent of the traffic mix.
Even for the partial buffer sharing mechanism, an adaptive Class

2 threshold is not of real use. '

Whether the push-out mechanism or partial buffer sharing is

finally elected, the overall performance will be almost the same.
This means that performance criteria are not to be invoked in
the choice between push-out and partial buffer sharing. In other
words, the latter, which seems more appealing for implemen-
tation reasons, seem to be the best candidate for a space prior-
ity mechanism.

C. A Closer Insight into the Partial Buffer Sharing

Once the partial buffer sharing is elected as the feasible space
priority mechanism, it remains to study more deeply its char-
acteristics in order to ensure a proper use under various traffic
conditions.

First of all, the effect of the Class 2 threshold has to be stud-
ied. The curves of Fig. 4 help in answering this question. For
a given buffer size (here S = 32) and a given load ratio ( \; /X
= (.2), the threshold S, is varied. The experiment is repeated
for various offered loads ( p = 0.6, 0.7, and 0.8). Fig. 4 gives
the two loss probabilities B, and B, (the latter is naturally the
higher).

The following properties of the curves can be identified and
may be useful for a dimensioning of the threshold S,.

e Each of the curves can be approximated by a straight line.
This is the usual exponential-like behavior of queueing systems
as they reach extreme values [19].

e The point S, = S is the loss probability of the classical
M/D/1/N system. ' “

* The curves giving the loss probabilities remain almost par-
allel as p varies. Moreover, the slope remains almost unchanged
as the buffer size varies.

As a consequence, the same ratio B, /B, is attained for similar
values of § — S, (here, B, /B, = 10" for § — S, = 3). More-
over, the same result holds as B varies in the domain of interest.

All these remarks may lead to an effective dimensioning pro-
cedure. First, given (p,, p,) and (B,, B,), the difference S —
S, is fixed. The dimensioning reduces then in finding the value
for S—this is a one-dimensional process, just like for the push-
out mechanism. A similar procedure has been described in [16],
whereas Petr and Frost have used stochastic dynamic program-
ming to optimize the buffer thresholds [29].

V. PERFORMANCE EVALUATION FOR BURSTY INPUT
: TRAFFIC "

If a link in an ATM network carries only a few bursty calls,
the Poisson assumption for the arrival process is no longer valid
for longer buffers. This implies that the characteristics of each

'Fig. 4. Loss probability versus threshold of Class 2 (lower curve = Clag

~ of cells within a burst is geometrically distributed and the aver-
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individual source e must be taken into account when dealing w1th k
bursty input traffic.

A. Traﬁic Model

A sporadic source (burst-silence source) is a realistic ATM .
traffic source. Such a source emits cells with constant cell in-
terarrival time 7T, if the source is in a burst state and emits no
cells if the source is silent (see Fig. 5). The time duration T,
equals the cell assembly time. The silence duration has a neg-
ative exponential distribution with mean value 7; the number

age number of cells in a burst will be denoted by N,,.

A voice source is a well-known example of a sporadic source
if the coding scheme employs speech activity detection and si-
lence suppression. Further, a data source in interactive data
communication can be classified as a sporadic source. The traffic
streams originating from different sources will be merged within
the ATM network and the aggregate cell arrival process, which
substitutes the Poisson arrival process used in Section III, leads
to very complex queueing models (see Fig. 1).

B. Performance Estimation

An exact queueing analysis for the queueing models intro-
duced in Fig. 1, including the given arrival process, seems not
tractable and therefore the performance evaluation has to be
done by simulation or approximation. Since simulation is only
feasible for relatively high cell loss probabilities, a simple ap-
prox1mate analysis will be given in this section.

Usually, traffic models for ATM networks are decomposed
into several layers (see, for example, [9]):

e Cell layer,

® Burst layer,

e (Call layer.

Congestion may happen in each of these three layers. An over-
load situation at the call layer leads to call blocking whereas
congestion in the lower layers may lead to a loss of cells. In
connection with cell loss priorities, only the lower layers must
be taken into consideration.
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. The buffers in an ATM network are designed to resolve
congestion at the cell level caused by simultaneously arriving
cells. For this purpose, it is sufficient to have short queues (i.e.,
queue size up to 100 cells) within the ATM network. Buffering
whole bursts within the network would require much larger
puffers. However, this would degrade the cell delay jitter in an
unacceptable way. Hence, an overload situation at burst level
cannot be buffered within the network and leads to a loss of
cells.

Future VLSI technology will provide buffers which are large
enough to cope with a congestion at cell level. The buffer re-
quirements can be estimated using the results for the previous
Poisson case, which deals with the short-term queueing behav-
jor [21]. Therefore, we restrict the considerations in this section
to the overload at burst level (long-term arrival and queueing
characterlstlcs) since this seems to provide a more fundamental
limitation of the traffic load for bursty input traffic.

An upper bound for the cell loss caused by a congestion at

burst level will be derived in the following, neglecting the buff-
ering capabilities of the ATM network at burst level. A similar
approach has been used in [23]. A connection of Class i is in a
burst state with probability p,; = (N,,; Ty;) /(Ny; T + Ty ) and
silent with probability 1 — p,; (the parameters of Class i are
denoted by subscript i ). The number of sources of Class i is
fixed and is given by N,. The probability that x; sources of Class
i are in a burst state (are active) can be computed from a bino-
mial distribution: ’

Ni —Xi . ‘
p(xi)= x Pm(l Pa,) Vi = 1,2

The cell arrival rate, given that x, sources of Class 1 and x,
sources of Class 2 are in an active state, is given by x, /7, +
x,/Ty,. The mean aggregate arrival rate can be expressed as
(N\pa1)/Tpy + (Napaa)/ Ty, Cells will be lost if the total cell
arrival rate exceeds the cell service rate 1/h. The aggregate loss
rate in a given state (x,, x,) is given by maximum (0, x, / T},

(22)

+ x, /Ty, — 1/h). With these definitions, the aggregate cell
loss probability is given by
1
B= ——o 2 x)p(x
NiPai NP O=xi =N, px)p( 2),
—_— + 0=sx2= M2,
Ty Ty xi/Ton)+(x2/Ti2) > 1 /0
./ﬂi,,_xi_l\. ' , (23)
\To T h/ |

In a first step, the loss probability of Class i will be evaluated
without prioritization. The lost cells in a given state (x,, x,) are
split up into the two traffic classes, according to the fraction of
traffic offered by each class which is given by (x;/Ty;) /(x,/ T}
+ x,/T),,) for Class i. Hence, the following equation for the
cell loss probability of Class i holds:

1
B, =
N'Pai O=xi= Ny,
O0=sx2= N,

sz (xl/Tb1)+ (x2/Tw2) > 1/h

1 /Ty ‘
(x‘ + 22 >-—~——--———-——x’/ “ vi=1,2.
Ty, Ty x/Tp + X3 /Ty

2 Cp(x)p(x2)

(24)

The loss probability of Class 1 will be reduced if a space prior-
Ity mechanism is introduced. Ideally, cells of the high priority
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class will only be lost if an overload situation occurs within this
class itself. Hence, the loss probability of Class 1 depends only
on the traffic offered by this class:

. 1 ) X 1
B 2 L - =),
1 Nlpal O=x1= Ny, Px) <Tbl h>

x1/To1 > l/h

(25)

bl

The loss probability of Class 2 can be evaluated from the fol-
lowing conservation law for the aggregate loss probability B:

Nipéi © L Nope <N1Pa1 sza2>
B, + B, ={-—+ -—=—=] B, 26
Ty ' Ty Ty T (26)

This conservation law is due to the fact that an ideal selective
cell discarding mechanism, i.e., the push-out mechanism, de-

- cides only which cell will be discarded, but a cell has to be

discarded in any case.

This approximation will become asymptotically exact for in-
creasing burst and silence durations if the buffers are large
enough to cope with a congestion at cell level. Further, this
upper bound for the cell loss probability will also hold for the
partial buffer sharing policy, because this mechanism will come
close to an ideal selective cell discarding mechanism for the
given conditions. Cells are only discarded if an overload at burst
level occurs (see results in Fig. 6).

C. Results

A typical example for a bursty communication service is in-
teractive data or video communication. In data communication,
a cell loss can be recovered by a retransmission of cells using
appropriate end-to-end protocols. Interactive video communi-
cation with modern redundancy reducing coding techniques re-
quires real-time transmission as well as low loss of information.
Therefore, data communication will be classified as a service
of low loss priority and video communication belongs to the
high priority class.

The standardized ATM cell size of 53 bytes leads to a trans-
mission time / of a cell equal to 2.827 us at a transmission rate
of 150 Mb/s. The peak bit rate of both classes is assumed to

~ be 10 Mb//s. Further, the burstiness of the video source is as-

sumed to be 2.7 (from measurements performed at CNET; sim-
ilar values are given in [25]) and the burstiness of interactive
data communication (or video retrieval) is assumed to be 5 [11].
The parameters of both classes are summarized in Table II. For
the video source, the sum of average burst and silence period
equals the frame duration (40 ms in Europe ). The time duration
of burst and silence periods are chosen relatively short in order
to obtain stable simulation results. If these time durations will
be longer, the simulation results will approach the approxima-
tion results [21].

The simulation is performed for the partial buffer sharing
mechanism with the parameters § = 64 and S, = 48. In Fig. 6,
the admissible number of Class 1 and Class 2 connections is
shown for allowed cell loss probabilities of B, = 10™* and B,
= 1072. Without prioritization, the cell loss probability for all
connections must be kept below 107*. The admissible region is
convex for this case. However, if priorities are used, the ad-
missible region may become concave as indicated in Fig. 6.
Hence, an approximation of the admissible region by its tangent
is too optimistic for means of call admission control. It should
be emphasized that the simulation results approach the bound
given by the approximation, even for relatively short burst and
silence durations ~ «
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TABLE II .
INPUT PARAMETERS FOR BoTH TRAFFIC CLASSES
Mean Mean Cell
Burst Silence Interarrival
Duration Duration’ Time
Ny Ty Ty T,
Class 1 14.815 ms 25.185 ms 38.4 ps
Class 2 100 ms 400 ms 38.4 us
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Fig. 7. Admissible number of Class 1 and Class 2 connections.

Finally, the load improvement is studied for realistic values
of the loss probability per buffer (B, = 107'°, B, = 107°). The
approximation results in Fig. 7 indicate a significant load im-
provement if the traffic contribution of Class 2 is substantial.
This is due to'the fact that the load for bursty input traffic is
. much lower than the load for Poisson input traffic. This offers
the oppertunity for a significant load improvement in ATM net-
works given that the quality of the cell transfer is adapted to the
QOS characteristics of the corresponding B-ISDN services.

VI. CONCLUSION

 The definition of a second bearer capability in the ATM net-
work introduces a fundamental flexibility: an application pays
for the transfer quality it actually requires. Besides a high-qual-
ity transfer providing for a ‘‘quasi-zero’’ cell loss rate, a me-
dium-quality transfer could be defined which would partially
relax this cell loss requirement. ‘

We have investigated the introduction of a second bearer ca-
pability providing for a 1076 cell loss rate instead of 107'°.
Because of mathematical tractability, the cell arrival process
has been assumed to be Poisson for both bearer capabilities in
the performance evaluation. In this case, the multiplex load is
not severely limited by a unique high-quality transfer—the
maximum admissible load is 0.844 for a buffer size of 64 cells.
With such a high starting point, it is clear that an impressive

improvement of the multiplex load cannot be expected. How-
ever, it has been assessed to a value around 8%, which repre.
sents still a lot of traffic on a high-speed link and indicates 5
deep modification of the traffic handling since percents are very
difficult to gain when the load is ranging between 0.85 and 0.93,
The push-out mechanism achieves the highest load improve-
ment. Indeed, it represents the ‘‘ideal’* behavior of a door-
keeper sorting vital and ordinary cells among the arrival flow,
However, the partial buffer sharing mechanism provides for very
close performances and should be preferred since it is far sim-
pler to implement. « ‘
" "This improvement could also be obtained by doubling the
buffering capability of the switching elements, which will be
feasible very soon without increasing the cell end-to-end delay,
Actually, the basic advantage of a selective discarding mecha-
nism is that it makes the network robust enough to cope with
bursty traffic, a property which cannot be achieved by any prac-
tical overdimensioning. In most cases, a queue located some-
where in the ATM transit network is multiplexing the traffic
streams of several hundred traffic sources so that the Poisson
statistics can be used to model the cell arrival process and assess
the queue buffering capability. However, it may happen that
this queue will have to multiplex a few tens of bursty sources.
Even if the multiplex load constraint is respected, transient
queue saturations are to be expected more frequently since the
offered traffic is more variant than Poisson. By means of a sec-
ond bearer capability and a selective discarding mechanism, the
network can decide which cells are to be discarded first when a
congestion occurs. If vital cells are saved from loss, this

" congestion can be made up by the ATM adaptation layer at the

receiving side. We have presented an approximation for the net-
work behavior under such traffic conditions, recognizing that
further studies are required.

’
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