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Abstract— This paper provides a concise modeling and per-
formance evaluation of the iSCSI storage area network (SAN)
architecture and protocol. SANs play a key role in business
continuity, enterprise-wide storage consolidation and disaster
recovery strategies in which storage resources are most often
distributed over many distant data center locations. In the future,
SAN traffic will be transported over IP-based networks, e.g.,
enterprise virtual private networks, to benefit from converged
networks and save cost.

In these scenarios, the impact of end-to-end delay and QoS
of broadband networks on SAN performance is critical and has
to be well understood by IT departments when deploying IP-
storage solutions and network operators when designing trans-
port network services for SAN applications. In this context, we
propose models for iSCSI write requests over TCP/IP networks,
e.g., as used in asynchronous mirroring applications. In addition
to the analysis for individual requests we present—to the best
of our knowledge for the first time—the evaluation of an iSCSI
session under a realistic request traffic model with and without
interleaving. We analyze the throughput and total request write
times for different network dimensions, i.e., round-trip times,
and QoS levels, processing delays in the iSCSI layer as well as
request characteristics.

I. INTRODUCTION

Storage area networks play a key role in business continuity,
enterprise-wide storage consolidation and disaster recovery
strategies in which storage resources are most often distributed
over many distant data center locations. Storage consolidation
is mostly motivated by the fact that storage resources account
for approximately 40% of IT hardware budgets but often
70% of them remain unused [1]. While the need for disaster
recovery and business continuity is obvious in the post 9/11
business world and often regulated by laws, similar require-
ments can be derived from natural catastrophes. In order to
guarantee business continuity in the latter scenario, data has
to be mirrored in data centers hundreds or even thousands of
kilometers away.

The technical evolution from direct attached storage systems
to storage networks is outlined in the following subchapter.
A brief overview of new emerging storage services, most
important in the context of this work, is given in I-B. The
different storage area network architectures are characterized
in 1-C. In 1-D the related work is presented.
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A. Storage networking evolution

Based on those requirements and in contrast to the classical
direct-attached storage paradigm, which considers storage as
part of a computer system or a local peripheral, storage is
tending to be recognized as a distinct resource, separate from
the host. This leads to the new shared storage paradigm:
storage can be shared across multiple hosts, acquired, and
managed independently from them. The Storage Networking
Industry Association (SNIA) created a framework, the Shared
Storage Model [2], for classifying shared storage architectures
based on their realization of the application, file/record, and
block layers. For instance, the difference between network
attached storage (NAS) and SANSs, which is often mixed up,
can be clearly defined: NAS manages storage at the file level
while SANs provide access storage at the block-level.

Today, SANs are mostly deployed within data centers, on
campuses or within a metro area. They either do not scale to
long-distance operation or require new extensions to do so.
In the future, SAN traffic will be transported over TCP/IP
networks, e.g., enterprise virtual private networks, to benefit
from the cost savings of converged networks.

In these scenarios, the impact of end-to-end delay and QoS
of broadband networks on SAN performance is critical and
has to be well understood by IT departments when deploying
IP-storage solutions and network operators when designing
transport network services and SLAs for SAN applications.

B. Storage services

Redundancy management services such as mirroring or
backup together with the applications that will help the
companies to comply with the new data retention regulation,
can be considered as the Killer applications that will speed
up the adoption of networked storage solutions in the next
years. These services, classified into synchronous mirroring,
asynchronous mirroring and backup, differ in requirements,
especially regarding time constraints.

In synchronous mirroring, data updates must be written
both at the primary location and at all secondary locations
before a write operation can be considered complete. If the
number of secondary sites is very high, if the network is
heavily loaded or if the round-trip time is high, this can result
in an unacceptable response time for applications. To reduce



the latency experienced by the application, the process can be
optimized by concurrently sending data to the remote locations
performing local write operations. Due to the high bandwidth
requirements and the extremely tight QoS constraints for
synchronous mirroring, this service is most likely only used
in short-distance scenarios or over dedicated networks.

In contrast to synchronous mirroring, an asynchronous write
operation can be considered complete from the perspective
of an application as soon as the data have been locally
registered in the operations log. Transmission to secondary
locations occurs asynchronously, after application execution
has resumed. Nonetheless, an acknowledgment after proper
replication of the data at the remote sites is required. Due
to the relaxed QoS and delay requirements of asynchronous,
this service is better suited for application over MAN and
WAN networks and thus focused on in our modeling and
performance evaluation.

The storage service which has the least strict requirements
regarding throughput and delay is the backup service. Here,
large amounts of data are transferred offline and tape drives
can often be considered a bandwidth bottleneck. Although we
do not explicitly consider backup services in the following,
throughput models for large request sizes are suitable here.

C. SAN architectures

Today, the most widely used SAN technology is Fibre
Channel (FC). FC SANs are high performance storage net-
works over which SCSI data is transported in the local or
campus area. Its distance limitation is due to the flow control
algorithm which acknowledges every single transmission as
well as due to the standardized transmission components.
The FC Protocol supports different classes of service and
provides usually an effective throughput of approximately
100/200 MBY/s full duplex for 1 Gbps and 2 Gbps FC physical
interfaces, respectively. The origin of FC’s high performance
is the implementation of the complete protocol stack in the
hardware of the host bus adapter and the usage of a separate
network.

To extend FC SANs beyond the LAN, the first solution
would be to replace a FC link with a WAN link using
SDH/SONET, ATM or WDM [3], [4]. Alternative solutions,
benefiting from converged IP networks, e.g., Fibre Channel
over IP Protocol (FCIP) and Internet Fibre Channel Protocol
(iFCP), interconnect FC networks over IP networks and
are currently under development and standardization by the
IETF [5], [6].

FCIP replaces an FC inter-switch link by an IP network and
sends FC frames through statically configured tunnels between
the two FC switch ports while still treating the entire FC
network as one. In contrast, iFCP is a native-IP protocol used
to interconnect FC SANS. Its gateway-to-gateway architecture
transports FC frames over IP networks separating FC islands.

The Internet SCSI (iSCSI) protocol is an entirely new
architecture standardized by the IETF [7] and was designed to
transport SCSI application data over TCP/IP networks, trying

to appear in Proceedings of IEEE Broadnets 2005

to bring closer these, until then separated, worlds of storage
area networking and IP.

This new approach has among its main advantages the
convergence of messaging and storage networks into a single
communications infrastructure, as well as the better scalability
of IP networks. In addition, there is the possibility to integrate
widely deployed and available IP-related protocols like IPSec
and finally opportunity to avoid costly specialized hardware.

In contrast to Fibre Channel, the intelligence does not reside
in the network but, typical for IP networks, in the end-devices
which allows for quicker service introduction scenarios. Also,
part of the iSCSI functionality can be implemented in software
more cost-efficiently. Thus, it is not surprising that iSCSI is
already in the portfolio of important market players like Cisco
or Microsoft—for instance, an iSCSI client is included in the
Windows 2003 Server Edition.

In the past, neither the networking equipment nor the
IP-related protocols were able to strictly satisfy the high
bandwidth and low latency requirements of storage access. But
today, with the arrival of Gigabit and 10 Gigabit Ethernet, the
situation has changed. Gigabit transmission speeds, combined
with the use of Virtual LANs and the QoS mechanisms to
separate storage traffic from messaging traffic in the network
may allow iSCSI to become a real opponent to Fibre Channel,
specially in the segment of medium-sized businesses. Howe-
ver, the performance of this all-IP solution across WANS,
i.e., in the presence of large propagation delays and QoS
parameters typical for IP networks, has to be evaluated.

D. Related Work

Several hardware vendors have performed practical experi-
ments to demonstrate iSCSI capabilities concentrating on short
distance scenarios. Alachritec and Nishan Systems demonstra-
ted how iSCSI was able to reach wire-speeds with equipment
placed in the same building [8]. In [9], a study of iSCSI
performance across a campus is reported.

In [9] and [10], experiments were conducted for hardware
and software implementations. Both papers showed that soft-
ware iSCSI implementations can keep up with FC implementa-
tions for local installations, however also identified the strong
impact of network quality and distance.

In [11], results of studies for single request transmission
are also reported but no information on the model or on the
analysis is provided.

Summarizing, most of these reports focus on the experimen-
tal side of the application and do not comprehensively address
the impact of typical network QoS, traffic models or other
protocol-specific parameters. Also, a model of iSCSI under
realistic request traffic with and without interleaving has not
been reported so far.

Thus, the objective of this paper is to model the iSCSI
architecture and to propose models for iSCSI write requests
over TCP/IP networks, e. g., as used in asynchronous mirroring
applications. In addition to the analysis for individual requests
we present—to the best of our knowledge for the first time—
the evaluation of an iSCSI session under a realistic request



traffic model with and without interleaving. We analyze the
throughput and total request write times for different network
dimensions, i.e., round-trip times, and QoS levels, processing
delays in the iSCSI layer as well as request characteristics.

The remainder of this paper is structured as follows. Sec-
tion Il describes the iSCSI protocol and introduces models
for single request transmission and for dynamic traffic. Then,
section Il outlines our evaluation scenarios which are then
used in a comprehensive performance evaluation in section V.
Finally, section V summarizes this paper and gives an outlook
on further work.

Il. ARCHITECTURE AND MODELING OF THE ISCSI
ProTOCOL

In this section, we describe models for a single iSCSI write
requests and for the superposition of iSCSI write requests over
a single TCP connection with and without interleaving.

The iSCSI layer manages the peer-to-peer relation between
an initiator and a target entity in a so-called session. It
encapsulates SCSI application data in iSCSI protocol data
units and sends them over one or multiple TCP connections
through the IP network.

An iSCSI session begins with the establishment of the
first TCP connection between initiator and target. In the
following login phase authentication, negotiation of security
and operational parameters is performed. After the login
phase, the connection enters the so-called full feature phase,
during which the actual data transfer occurs. Assuming that
initiator-target iSCSI sessions run for a long time compared to
individual request durations, we only consider the full feature
phase in the following.

In the following performance evaluation of the system, the
two most important criteria are examined, which are the write
time defined as the delay between begin and end of a write
operation as the sender has to wait for completion of the
request for this time and the throughput as it limits the rate
that can be used for transmitting data to the disk.

A. Model for a single iSCSI write operation

Figure 1 shows a sequence diagram of an iSCSI write
request. The iISCSI PDU is split up in so-called bursts and
transmitted in several rounds according to the flow control
protocol. As all bursts of an iISCSI PDU have to be sent over
the same TCP connection and as the standard defines a default
value of one TCP connection per session, we only consider
this case in the following.

Together with the iSCSI write command, a first burst of
unsolicited data can be transmitted. The amount of unsolicited
data is limited by the value b;,;; for which a default value of
64 kB is recommended.

The solicited data transfer phase starts, when the sender has
received the initial R2T (ready to transfer) command. Then,
bursts of data up to a maximum size of b, (default 256 kB)
can be sent out for each R2T received.

As we are mostly dealing with the performance of iSCSI
transfers over MAN and WAN networks, we do not model
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delays for processing of iSCSI requests in the initiator and
in the target node in greater detail but aggregate them in one
single processing delay Tproc. This delay is added to each
iSCSI burst independent of its length as is also illustrated in
Figure 1.

Initiator

iISCSI request

A

Toe| T § .
NS X
| Burstn

\
R esponse Tproc

< A 4

Fig. 1. iSCSI write operation
The duration of an iSCSI write operation, Tyrite, Can be
derived from Figure 1 as

Twrite = Ttrans +N - (Tproc + RTT) (1)

Here, Ti,ans IS the transmission time of a request of size .S and
RTT is the round-trip time delay of the initiator-target relation.
The number of data bursts IV, i.e., transmission rounds, for
processing an iSCSI request of size S is determined by

N=1+ {max (O, S_blmt>—‘ . 2

bmax

While we assume T}, and RTT to be system parameters,
Tirans depends on the throughput B of the underlying TCP/IP
network. Thus, we can write Ti,ans = S/B.

Following limiting formulas can be given for large and small
iSCSI requests. For large write requests, i.e., S > by.y, the
impact of b;,;; and the initial transmission round as well as
of the ceiling function can be neglected and we obtain the
asymptotic iSCSI throughput

Tproc + RTT

bmax

5 ! - for S > b 3
Twrite < (B + ) or > e ( )

For small write requests, i.e., S < b, Which can be
completely transmitted in an initial unsolicited burst, the
maximum iSCSI throughput is obtained for a request of size
binit and thus following relation holds

S 1 Tyoc+RTT
<=+ L
Torite B

binit

-1
) for S < binit- (4)
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With a given request size distribution P(x) and a mean

request size of S the mean iSCSI write time can be expressed
using (1) as

_ S
Twrite = E N - (Tproc + RTT) (5)
Here, the mean number of transmission rounds is given by
_ o0
N:1+Zi'P($i_1<SSJ?¢) (6)
=1

With z; = binit + % bmax.

B. Model for iSCSI write operations under dynamic traffic

So far, the iSCSI model only considers write time and
throughput for the transfer of a single request. However, in
an operational iSCSI system, many sources, €. g., applications
or hosts, may share one iSCSI session and thus requests arrive
to the initiator following stochastic processes for interarrival
time and request size. We consider both non-interleaved and
interleaved operation over a single TCP connection.

1) Non-interleaved operation: Requests for non-interleaved
operation are processed serially, i.e., each request has to be
completely transferred before the next request transfer can
start. Thus, requests might have to be queued in the initiator
before transfer. This behavior can be modeled by a FIFO single
server queue in which the arrival process follows a request
traffic model and the service time represents the complete
write time of a request as described in section II-A.

This model is depicted in Figure 2(a) and can be used for
analysis as well as for simulation. As we apply interarrival
time and request size models based on published empiric data,
we used this model for simulations only.

2) Interleaved operation: For interleaved operation, several
requests can be processed in parallel which will presumably
yield a better utilization of the TCP connection and thus
improvement in throughput and write times. Regarding the
write time of a request, transmission time and processing time
are still strictly serialized. Only the round-trip time component
can be parallelized as a request can transmit data while a burst
of another request waits for its R2T. Consequently, the single
request write time is a lower bound of the write time for the
request size S under dynamic traffic.

This behavior can be modeled by a queuing network as de-
picted in Figure 2(b). Arriving iSCSI requests loop through the
system several times and only leave when they are completely
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FIFO

FIFO

(b) Interleaved operation

iSCSI model for dynamic request traffic

processed. In each loop, one burst of the request is served in a
tandem queueing system and a delay element. The first single
server FIFO queue represents the transmission time Ti,.ns, the
second single server FIFO queue the processing delay Tpyoc-
The delay element representing the round-trip time is modeled
by an infinite server queue and can thus accommodate several
requests in parallel.

C. TCP Layer Model

Until now the bandwidth provided by the underlying IP
network has been abstracted by B. In this section, we describe
the selected model for calculating B considering the network’s
round-trip time and QoS. For the MAC layer, we assume
Ethernet which is the most likely choice for iSCSI SANs.

In literature, several models for the throughput of TCP are
reported (e.g. [12], [13]). A class of simple TCP models
abstracts the network by random packet loss and fixed round
trip time and focuses on long-lived TCP connections. We
apply such a model as iSCSI initiator-target sessions exist
for a relatively long time and thus satisfy the modeling
assumptions well. In those models, the throughput is de-
termined by three limiting factors, namely the congestion
window, the size of the receiver’s advertised window and the
bandwidth of the bottleneck link. These limiting constraints
yIEId B = min(BCWnchRWndy Bacc)-

The impact of the congestion window is modeled for the
congestion avoidance phase yielding a TCP throughput of
Bcwna = C - buss/ (RTT - /p), where C = 0.93 is a
constant of proportionality (assuming random loss, delayed
ACK strategies), byiss = 1460 B is the maximum segment
size (assuming Ethernet), RTT is the round trip time, and p
is the packet loss probability [12].

For low loss probabilities, TCP throughput is not limited by
the congestion avoidance algorithm but by the receiver’s ad-
vertised window and is thus given by Brwnd = Wax/RTT,
where Wi« IS the maximum advertised receiver’s window,
for which a value of 64 kB is commonly used, e.g., in Linux
operating system implementations.

For a very short RTT, TCP throughput is only limited by
the bandwidth B,.. of the bottleneck link which often is the
network access link.

For a greater RTT, TCP throughput is either only limi-
ted by Bcowna Or only limited by Bgrwna, depending on
the network loss probability. Comparing the expressions for
Bewna and Brwna, We can derive a critical loss probability
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Fig. 3.

Single request model: throughput vs. RTT

Do = (C~szs/me)2 which is independent of RTT.
For p > p. the congestion avoidance algorithm limits the
throughput while for p < p. the receiver’s advertised window
is dominant and lower loss probabilities do not have any
beneficial impact. Using the parameter values introduced so
far, we obtain p, = 4.29 - 104,

The transition from the case of access bandwidth li-
mitation to limitation by either congestion avoidance or
window size occurs for different round-trip times, namely
RTT = Wmax/Bacc and RTT = C - szs/ (Bacc . \/ﬁ),
respectively.

I11. 1ISCSI| EVALUATION SCENARIO

For a systematic study of asynchronous mirroring over
iSCSI across MANs and WANS, we took a scenario-based
approach regarding network QoS, request size, and distance,
which translates into round-trip time. These scenarios allow
for a comprehensive evaluation due to a broad yet tractable
range of values for the key influencing parameters.

As shown in section 11-C, TCP throughput is determined by
distance, loss probability of the network and the bottleneck
bandwidth, which we assume to be 1 Gbps as in GEth.

We discuss three principal scenarios regarding the (airline)
distance between storage devices’ locations. A short distance
scenario could be assumed to have a distance of less than
20 km, i.e., storage devices are located on the same campus. A
medium distance scenario is for a distance of approx. 200 km,
which can be assumed to be for a metro or regional area.
Also, this distance is often considered as a minimum to allow
for disaster recovery in case of natural disasters, or terrorist
attacks. Finally, a nation-wide or global scenario has distances
around or above 1000 km.

As we assume queueing delays in high-speed WANS to be
small compared to propagation delays we model the round-trip
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Fig. 4. Single request model: write time vs. RTT

time by propagation delays only. Consequently, the distances
of 20 km, 200 km and 1000 km can be translated into round-
trip times of approx. 0.2 ms, 2 ms and 10 ms, respectively.

For the investigation of the impact of network QoS, we
restricted ourselves to three different loss probabilities. An
uncontrolled, best effort network with a rather high loss
probability of p = 1072, an engineered network with loss
probability of p = 10~3 and a QoS-enabled network, e.g. an
IP/WDM solution [14], with a loss probability of p = 1076.
In the former two cases, TCP throughput is limited by the
congestion avoidance algorithm, whereas, in the latter case
the receiver’s advertised window is the limiting factor.

Apart from the network specific properties, we also study
the impact of request characteristics. Considering the protocol
mechanisms for the evaluation of a single iSCSI write request,
we use three values for the request size which are representati-
ve for the number of rounds a request transmission comprises,
c.f. Figure 1. A request of size S = 6 kB requires only a
single round while S = 264 kB yields two rounds. Also, we
consider the limiting case of very large request sizes, i.e.,
S — 0.

For the performance evaluation of iSCSI write operations
under dynamic request traffic, realistic models characterizing
the stochastic processes for interarrival time and request size
are required. However, only very few appropriate characteri-
zations are available in literature.

In our studies, we use an empirical model based on charac-
terizations reported in [15]. Hsu et al. analyzed 1/O traffic
on the physical block level for application in design and
analysis of storage systems. They consider different computing
systems (file server, database, time sharing server) with direct-
attached storage devices and different usage scenarios (engi-
neers, graduated students, secretary, managers). As this block-
level request model covers a wide range of user applications,
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we consider it to be also applicable for asynchronous mirroring
over SANS.

The traffic has a very bursty, self-similar nature (with a
Hurst parameter ranging from 0.79 to 0.9) and there were
long intervals with no or very little arrivals. Furthermore, write
requests (with a share of approx. 60%) and read request exhibit
very similar 1/O characteristics.

The request interarrival time process is described by a
lognormal distributed random variable, for which parameters
were fitted to (u,0%) = (—4.5,6.25) representing the mean
and the variance respectively (Figure 6 in [15]). We use the
empiric distribution of the request size (Figure 1 in [15]) with
a mean request size of 6 kB (which also corresponds to the
small request size scenario introduced above).

IV. ISCS| MODELING RESULTS

In this section, we will discuss the results of a systematic
performance evaluation for the single request model introdu-
ced in 11-A and for the models for dynamic request traffic with
non-interleaved and interleaved operation introduced in 11-B.1
and 11-B.2, respectively.

A. Results for single iSCSI write operations

In Figure 3, the impact of the round trip time on the iSCSI
throughput is depicted for the loss probabilities 102, 1073,
and 10~° and the request sizes 6 kB and 264 kB. In order to
show the upper bound of the iSCSI throughput, the results for
infinitely large requests are plotted. Further, for reference, the
maximal TCP throughput is shown for a loss probability of
p =109,

In principle, with increasing the round trip time the iSCSI
throughput is decreased in all cases. As shown in (3) for large
requests or in (4) for small requests, the iSCSI throughput
depends reciprocally on RTT. Also, the bandwidth provided
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by the underlying TCP connection is decreased for increasing
RTTs or for high loss rates.

For small RTTs knees can be seen resulting from TCP’s
change from being limited by the bottleneck link bandwidth
to the limitations due to the congestion avoidance algorithm
or the receiver’s advertised window. In the short distance
scenario, the bandwidth of the bottleneck link dominates
always while the in the metro and global scenario, either the
congestion avoidance algorithm or the receiver’s advertised
window limit throughput depending on the loss rate.

The impact of the iSCSI protocol can be seen by comparing
the curve for infinitely large requests and the maximal TCP
throughput. The gap only results from the round trip and the
processing times as during this phase the channel cannot be
used for the write request.

Comparing different request sizes, it can be observed that
increasing the request size also increases the iSCSI throughput.
The case of a infinite request size is the upper bound of the
iSCSI throughput for single requests. The dependency on the
request size can be explained by the number of rounds that
have to be completed for the request. For small requests one
complete cycle, carrying only a small payload, is enough while
for a large or even infinite request size, all cycles carry the
maximum payload. Thus, the ratio between the number of
transmitted bytes and the overhead due to the propagation
delay is worse for small requests than for large.

Finally, quantifying the impact of the network QoS exhibits
an interesting trade-off. Improving the network’s service qua-
lity can be used to either increase the distance while keeping
the throughput constant or to increase the throughput for the
same distance. For example, reducing the loss rate by one
order of magnitude from 10=2 to 1073, e.g., by introducing
traffic engineering, increases the maximum reachable distance
by a factor of three for a throughput of around 75 Mbps.
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However, for storage applications not only the throughput
is relevant, but also the absolute value of the write time is an
important performance metric. In Figure 4, the duration of a
write request Ty.itc 1S plotted versus the RTT for the three
loss scenarios and the request sizes of 6 kB, and 264 kB using
the same line styles as in Figure 3. As a infinite request size
lead to a infinite write time, here for large requests we use a
size of 1024 kB.

Again, the bent separates each curve into two segments.
For small distances, the TCP throughput is limited by the
bottleneck bandwidth which does not depend on RTT and
thus, the transmission time is independent of RTT. So, the
slope of the write time only depends on RTT"’s direct impact
on the iSCSI protocol. For larger distances, the larger slope
can be explained by the limitation of the TCP throughput by
Bgrwna OF Bowng that both depend on the RTT.

In 11-B.2, we explain that the throughput can be increased by
interleaving several independent requests whereas the single
request write time can not be reduced without changing the
protocol or the time constants. Thus, the write time of a single
request as examined here is the best case and we will use this
as a reference for studies with dynamic traffic conditions.

As mentioned above, not only does the RTT impact the
performance but also does the processing time in the target
Toroc- IN Figure 5, the iSCSI throughput is plotted versus the
processing time for the metro scenario and request sizes of
6 kB and 264 kB for all three loss scenarios.

It can be seen that decreasing Tpy0c increases the iSCSI
throughput for all scenarios. For small requests, the throughput
can be increased by a factor of 4 when reducing Tproc from
10 ms to 2 ms, e. g., by introducing offload engines for TCP or
iSCSI processing. For large requests, at most a factor of two
can be realized as RTT and transmission time have a higher
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impact. Especially in case of a high loss rate, only marginal
performance enhancements can be achieved.

B. Results for the dynamic iSCSI model

After investigating the system for single requests, in the
following dynamic traffic models are taken into account. We
first use the queueing model introduced in section I1-B.1 that
does not allow interleaving of requests and compare the results
later to the model with interleaving as introduced in section I1-
B.2. Unless stated differently, we use the empirical traffic
model introduced in section IlI.

In Figure 6, the iSCSI write time is plotted versus the
RTT. In general, for the empirical model the mean iSCSI
write time increases strictly with the RTT. Compared to the
single request model calculated by using (5), the dynamics
of the empirical traffic model lead to a higher delay. As the
single request model considers the duration of transmission,
processing and the RTT, the mean write time in the dynamic
case exactly differs by the delay introduced by the queues.

In order to analyze the impact of the specific traffic model,
i.e., self-similarity and burstiness, we also plot the curves
for a modified traffic model. This traffic model applies the
same request length distribution as the empirical model but
the request arrival process is now Poisson.

The mean write time for the modified empirical traffic
model is clearly smaller than the mean write time for the
empirical traffic model and only slightly higher than for the
single request model. This is due to the fact that the lognormal
distribution leads to a bursty behavior and thus to a higher
queueing delay while for this load the queueing delay for a
traffic with Poissonian arrivals is low.

The performance of the system can be improved by intro-
ducing interleaving of requests. In Figure 7, the mean write
time is plotted versus the RTT for the empirical traffic model
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for the interleaved model. Additionally, the graphs for non-
interleaved operation and the curves for single requests are
plotted again.

With interleaving, the write time grows almost linearly with
RTT. For all loss scenarios, the write time in the interleaved
case is much smaller than in the corresponding non-interleaved
case and for this load it is only slightly higher than in the
reference case. Thus, queueing delay is effectively reduced
even with a simple first-come-first-serve scheduling discipline
as the iSCSI session is not exclusively used by a single request
but shared among several requests.

Having in mind the results for different request sizes as
discussed above the question arises whether the request size
has an impact on the usability of interleaving. So, the empirical
traffic model has been changed keeping the interarrival time
distribution while using a constant request size of 264 kB.
In Figure 8, the results for non-interleaved and interleaved
operation are plotted while the reference curves for the single
request model are omitted for clarity of presentation.

It can be seen that the interleaved transmission outperforms
the non-interleaved model of the respective QoS scenario. But
in contrast to the scenario with small requests, the write time
also grows fast for the interleaved case. For the traffic model
with small requests most of the transactions can be finished
within one single round whereas now always two rounds are
needed.

Comparing Figures 7 and 8, it can be observed that in the
scenario with small requests the performance is more improved
by introducing interleaving than by enhancing the network
QoS. In the large request scenario, the benefit from intro-
ducing interleaving is comparably small while the system’s
performance is increased by reducing the loss rate.

Finally, we investigate the impact of the offered request
traffic explicitly. In Figure 9, the write time is plotted versus
the offered request traffic for a metro scenario, i.e., a round
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trip time of RTT = 2ms, with a loss rate of p = 1076
for interleaved and non-interleaved operation. The processing
delays T}roc are chosen to be 1o = 0MS, Tproc = 1 mMs and
Toroc = 5MS.

It can be seen that the write time grows only slowly for
increasing offered traffic as long as the offered traffic is low.
As soon as it reaches the maximal throughput, which depends
on the scenario, the write time increases very steep. At this
point, the system becomes instable as the offered traffic is
higher than the capacity of the entire system.

It has to be mentioned here, that the offered request traffic
in Figure 9 is determined with respect to the link bandwidth
and not the system’s bandwidth. So, neither the processing
time nor the impact of RTT is considered for calculating the
offered request traffic.

For the interleaved case, the throughput is limited by the
processing in the target and the capacity of the channel. In the
non-interleaved case also the exclusive usage of the channel
by a single request and thus the RTT has to be considered.
For reference, the asymptotes of the maximal throughput for
a processing delay of 0 ms are depicted as bold dotted lines
for the interleaved (0.26 Erl) and the non-interleaved case
(0.022Erl).

V. CONCLUSION AND OUTLOOK

In this paper, we proposed, discussed and evaluated models
for a iSCSI write requests over TCP/IP networks. Further,
we introduced relevant and realistic evaluation scenarios in
order to get a broad yet tractable range of values for the key
influencing parameters for SAN applications.

The models of the iSCSI write operation comprise single
requests as well as dynamic traffic requests with and without
interleaving. We model the iSCSI layer based on the IETF
protocol specification. For the TCP layer we selected the most
suitable model used in literature.

In order to study the achievable performance of iSCSI
for asynchronous mirroring and backup services, we defined
several realistic scenarios regarding different distances, i.e.,
ranging from a LAN in a campus area up to a nation-wide or
global WAN, and different levels of network QoS.

In a comprehensive performance evaluation, we first syste-
matically studied the principal behavior of the iSCSI system
based on the single request model in the different scenarios.
Among the impact of RT'T on the maximum throughput and
the duration of a write request, the trade-off between network
QoS and processing power has been pointed out.

Further, the impact of dynamic traffic, i.e., the arrival
process and the request length distribution, has been analyzed,
especially by applying a realistic request traffic model based
on empirical data. Here, we showed the benefits that can be
achieved by introducing interleaving especially in case of a
small mean request size. Also, we quantified the impact of
interleaving on the maximal throughput and identified limits
for stable operation.

Future work could compare the performance of iSCSI to
FCIP and iFCP in order to show the benefits and drawbacks of



the different architectures. Furthermore, measurements taken
in real iSCSI systems under dynamic traffic can show the
quality of the model and the derived statements.
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