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ABSTRACT

Various scheduling strategies for communication
processors are discussed and uniformly des-
c¢ribed by means of the so~called "Preemption
Distance™,
Then, two types of communication processors are
described: processors with fully automatic
(hardware) priority-interrupt systems and, se~
condly, processors with software controlled
priority~interrupt systems. For both, queuing
models including Preemption-Distance Prioritiles
are presented and analyzed.
Numerical results show how software overhead
influences the characteristic performance va-
lues,
The paper contains the following sections:

« Introduction
2. Classification of Preemption-Distance

Priority Strategies

3. Modelling of Communication Processors
4. Analysis . )
5. Numerical Results
6, Summary and Outlook

1. INTRODUCTION

In order to fulfill response time constraints
it is necessary to. handle special pressing
demands (alarms, routing information, urgent-
messages, etc.) by means of preemptive prior-
ities. On the other hand, there are less urgent
demands which do not justify interruptions.
Sometimes even preemptive priorities are none
sensical, e.g. 1f the processor-overhead for
interruption is greater than the remaining
processing time of the low priority demand.

. Therefore; most real-time computer systems
.. Serve the various demands by a mivxed mode.
© Typical examples are : :

- .the electronic telephone switching system.
EWS 1 /1/, . '
« the electronic data switching centre oDS /27,
- controllers of IBM teleprocessing systems /37
¢ many real-time computers, such as the PDP-11
family /4,5/, AEG-60 family /6/, etce.

Most theoretical investigations neglect this
fact and deal either with pureApreemptive or
pure nonpreemptive (head-of--the-line) prior-
ities, -

The author demonstrated in /7,8/ how arbitrary
combinations of preemptive and nonpreemptive

‘priorities can be uniformly described by means

of the so-called "Preemption Distance™; walting
demands of different classes are served in the
order of their priority ("STRICTW loading proce=
dure).

FPor small and medium size processors it is
often economic to process interrupted programs
before the newly arrived programs even .if these
programs are of higher (nenpreemptive) priority
(#IPFY" Joading procedure).

These strategies as well as all special cases
known from literature/3,9,10/ are now included
in the general concept of Preemption-Distance
priorities,

lonal Teletraffic Congresg (ITC)
ralia, Movember 1976
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_Queuing models are presented for both, proces=-

sors with fully automatic (hardware) priority-
interrupt systems and processors with software
controlled priority-interrupt systems, €

2. CLASSIFICATION OF PREEMPTION=-DISTANCE
PRIORITIES

2.1. GENERAL REMARKS

Scheduling strategies for real-time computers
are characterized by two attributes:
« the interrupt procedure;
it describes whether a newly arriving demand
is allowed to interrupt the current program,
- and ‘

« the loading procedurej
it determines the next (waiting) demand to be
processed after completion of a program.

The author demonstrated in /7,8/ how to des-
cribe uniformly a wide class of interrupt pro-
cedures by means of the so-called "Preemption-
Distance". A short summary is given in section
262

Several loading procedures are described in
section 2.3. ’

2.2, INTERRUPT PROCEDURES

2.2.7. Two Examples

‘The most important requirement of real-time

data processing is the ability of the system
to react quickly to paricularly urgent demands.

" This is possible with the use of pure preempte-

ive priorities. .
EBach -interruption, however, requires some
additional system overhead, e.g. i :

e saving of registers

» identification, analysis ;
and processing of interrupt requests,
« reorganisation of queues, etc.
In order to keep this additional system load as

"small as possible, modern real-time data pro-~

cessing systems use reasonable combinations of
preemptive and nonpreemptive (head-of-the-linel
priorities.

Most often implemented are interrupt procedures
with fixed interrupt levels: All demands are
classified into some few priority groups
("interrupt levels") which interrupt_each otﬁer
{preemptive priorities). Within one interrupt
level demands may cccur with different prior-

" ities. However, they do not interrupt each

other /1, 3-6/. )

Figures 1, 2 show a small but typical Qx&mple.

Dependent on the ilmportance of a demanﬂ? t@@.

distance varies to the next class of priorit

to be interrupted -~ the sow-called Preemplion-

Distance, .

A more sophisticated strategy is shown in

figure 3: demands of class 15 interrupt demands
<

of classes 18, 19. eto., howeve intege
mediate classes 16 and 17 wi of

S 3 Ao S
class 16 interrupt only <l etu./2/,
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Filg.1 : First example for a combination of
both preemptive and nonpreemptive

priorities.
Newly does not interrupts .
arrived interrupt service ) Preemption
demand of service of of Distance
class class class
i 1,2 3,4,5,6,7,8,9 2
2 1,2 3,4,5,6,7,8,9 1
3 1,2,3,4,5,6 7,8,% 4
4 1,2,3,4,5,6 7,8,9 3
5 152,3,4,5,6 7,8,9 2
6 142,3,4,5,6 7;8,9 1
7 142,3,4,5,6,7,8,9 - -
8 142,3,4,5,6,7,8,9 - -
9 1,2,3,4,5,6,7,8,9 - C -

Fig.2 : Service mechanisme and preemption )
distance corresponding to the priority
strategy of fig.1l .
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‘Fig.3 : Second example for a-combination of
preemptive and nonpreemptive priority
strategies,

'2.3. LOADING PROCEDURES
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Fig.4 : Introducticn of the Preemption Distance.
The special cases, preemptive priorie
ties (§= 1) and nonpreemptive priocrie
ties (g= PJ),; are included.
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2.2.2. bescription of Preemption-Distance
. Priorities

2.2.2.,1. Uniform Preemption-Distance for all
Classes, Preemptive Priorities, Non-
preemptive (Head~of=-the-line)
Priorities,

A general class of priority strategies can be
characterized by the Preemption Distance§, the
uniform distance between a priority class and
the next priority class being interrupted.
Figure 4 illustrates this definition: Demands
of class p(p= 1,2,...,P; class 1 being the most
urgent), interrupt only demands of classes
(p+§) to P, but not the intermediate classes
(p+1) to (p+§-1). On the other hand, demands of
the considered class p can be interrupted by
classes 1 to (pwé), but not by classes (p~§+1)
to (p~1).
It is easily seen that two well known special
cases of Preemption~Distance Priorities are
included:

= 1: preemptive priorities
g = P: nonpreemptive (head-of-the~line)

priorities

2262020 Arbitfaryq Nonuniform Preemption

Distance for each Priority Class

The Preemption Distance §(p) may be defined in-
dividually for each priority class plp=1,2,0e0,
P). Then arbitrary combinations of preemptive
and nonpreemptive priorities are allowed., Al-~
though nonuniform representation and analysis
are possible, the method of determining the
solution is rather complex.

- A much more elegant solution is to use a uni-

form Preemption Distance while introducing
Yempty" priority classes. For more details,
cfo /7,8/

. 242.2.3. Flixed Interrupt Levels

It was pointed out in the first section that
Preemption~Distance priorities with a fixed
interrupt level are most common in real-time
computer systems /1, 3-6/. These interrupt
procedures may be described according to
section 2.2.2.2. Sometimes, however, a twodiw
mensional notation is more advantageous. A de-
tailed description and several examples are al-

. 80 presented in /8/. ; .

The loading procedure determines, after com-
pletion of a program,: the next program to be
processed. Two strategies are distinguished

« STRICT, the classical loading procedure,

« IPF, a modified loading procedure,

203,71, "STRICTY, the Classical Loading
" Procedure

After completion of a program, waiting demands
of different classes are strictly served in the
order of their priority (FIFC within one class),
Fig. 5 shows a typical example for the sequence
of programs being processed.

It is obvious, that this loading procedure
guarantees the fastest reaction to urgent re-
guests, ’ .

The disadvantage is, however, that a maximum
number I of pregrams may be interrupted at ths
same time (I:Pmé for uniform preemption
distance), -
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Fig.5 : Example for the influence of the load-
ing procedure "STRICT'" on job~schedul-
ing ( X :number of jobs in the system
at time t; one processor is assumed).
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+ Example for the influence of the load=
Fig. ?ﬁ; ﬁrocedure “IPF" on job-scheduling
(X4 :number of jobs in the system at
time t waiting or being processed; one
processor is assumed)e.

f2;3.é¢“IPé§‘In£errupted Programs F;Fst'

Interrupted programs, if any, are seryiced be-
fore the newly arrived programs even if tbesg
programs are of higher (nonpreemptlvg) prioritye.
Fig. 6 shows the sequence of processing accord-
i to this strategy. .

égg systemwresponsgyis slightly slower‘to urgent
requests (cf. also section 5). ?he maximum
number of interrupted programs 1s reduced to

P-A
r=|%
and so the number of parallel register sets,
storage place for interrupt stacks, gtc. .
(uniform preemption distance). Therefore,; this

loading procedure is most economic for many
small and medium size systems.

3. MODELLING COMMUNICATION PROCESSORS
3els STRUCTURE AND OPERATING MODE

Today there exists a wide varlety of real-time

processors betwsen the follow‘ﬂg extremes /5/

. processors with fully automatic (hardware}
priovity-interrupt systems, and

"Ue Herzog

e« processors with software controlled priority~
interrupt systems.

the main features of both types are described

and queuing models derived.

Processors between these two extremes may be

modelled and analyzed, accordingly. The re-

sults, presented above, however, show clearly

the lower and upper bounds for system perfor-

mance,

3.1.3, Hardware Interrupt Systems.

The main features of a fully automatic priog=

~ity-interrupt system are:

o an interrupt module which provides for
arming/disarming individual interrupts and
enabling/disabling recognition of interrupts
(masking),

« multiple register sets :

» individual interrupts each with its own
unique memory address

o automatic nesting of routines and reentrant
coding :

S0 system overhead for interrupts is small come

pared to processing times, Therefore, proces-

sors with fully automatic priority-interrupt
systems can be modelled by means of

- single=server queuing systems with parallel
input queues and Preemption~Distance Prior-
ities of arbitrary type, cf. fig. 7.

90 A0 P

b

GEU)GER) GE(P)
b) bl) b(®)

bpoeeed

Fig.7 : -Queulng model for processors with a
fully automatic (hardware) interrupt
system,(A: arrival rates; b: mean
service times; GE: General Erlangian

_distribution)e. - :

Poisson input for
é each priority class

v

Unlimited input
queues

Single server
PD~priorities

&

3.1.2. Software Controlled Interrupt Systems

In the most primitive interrupt system simply
all interrupt requests are put onto a single
line. Hardware gives the processor control to
the software system,

Contents of the program counter and registers
are saved in specific memory locations., Then,
the interrupt request is identified, analyzed
and, if necessary, suppressed. If there is no
suppression processing of the interrupt re-
quest is initiated.

The routine ends by restarling program counter
and registers to return to the original pro-
gram, . '

Figure 8 surveys the various software and
hardware cperations; for more details cr. /5/

The appropriste queuing model is
figure 9:¢ Arriving demands of clas
P) are stored in the input buffers.
time sn interrupt request is genera
rupt requests {class o) interrupt all
classes. After interrupt processing the n
arrived demand is put into the COrrespon




. input queue. The scheduling strategy for the
input queues are Preemption-Distance Priorities
of arbitrary type.

Remark: Again, it is easy to modify this
queuing model, to distinguish several types of
interrupt requests, etc.
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Fig.8 : Examplé for the various operationsg of
a software controlled interrupt system
(IREQ: interrupt request).
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ueuing medel for preocessors with a
software controlled interrupt system.

‘3 2. TRAFFIC PARAMETERS

Arrival processes are assumed to be Poissonlan.
Service times , individually for each priority
class and overhead phases are distributed ac-
cording to a "General Erlangian®” distribution
(GE). Therefore, any distribution of actual
service and overhead times can be modelled
with any required accuracye

Arrival process:

: S Syt
FRU) = PREt) = 1-¢
Service-~ and overhead time distributions?
8 = PAT. &4 o= 0,4 P
f:-\au)"’ i(.eo?"'l (R AP SN

Ye OTLaVY . - -

- t ( )’Z
RO )E N B

ﬂl o {L'

‘Main ébbreviations:

Mp) : arrival rate for priority class p,

p= 1,0.6P
Alo) : arrival rate for overhead phases

Aoy = > Ap)
p=1

b(p) : mean service time for priority class p
b(p) : mean overhead time
A(p) : offered traffic A(p) = A(p).blp)

More abbreviations, cf. text and /8/.

B

4. ANALYSIS
4.1. GENERAL REMARKS

The most famous methods to investigate the
stochastic behavior of such non-Markovian
queuing systems are the method of embedded
Markov chains /11/, the phase method /12/, the
integral-method- /13/, and the-method-eof—supnie~
mentary variables /14/, cf. also /15~18/.

When arbitrary kinds of preemption-distance
priorities were investigated, all methods
failed because of the complex interdependencies
among different priority classes. However, a
general solution was possible by means of the
method of moments: The fate of an individual
demand of priority class p is pursued from its
arrival up to the point where it leaves the
system. All possibilities of interruption,
processing, pushing back in the queue, etc. are
considered. Finally, when expectation values
are introduced the presented solutions can b&
obtained,

4.2, HARDWARE INTERRUPT SYSTEMS
4,21, PraemptionnDistance Priorities (STRICT)

These classes of Preemption-Distance priorities
have been analyzed earlier, cf. /7,8/.

4.2.2 Preemption«Distahce Priorities (IPF)

The respcnue time (time spent in the system,

- wailting and being processed) for" a demand of -
“priority class p{p=1,2,e0ey PJ may be devided
rlnto two periods /lb/

‘the initial waiting time, and
« the completion time.
From a didactic point of view it is advan-
tageous to analyze at first the completion time,

4.2.2:1. The Completion Time

The completion time T (p) for an individual
demand of priority cldss p is the period bete
ween the first moment of service and the moment
when it leaves the system,

Obviously:
Tp) =T (p) +«Y > T (1)
&a/ 1w
where N, is the number of demands afrivi g

durlnq the completion time and T_.,(i) is fhe
service time of custeomar no je. Tn&guﬂugrnﬁ €3
pectation values, the mean completion time is
given by

telpy = E [Tep]



gt e
tetp) = bip) + %'/\(i)-{c(f)- b(1)

. 1ed
and therefore
)
tep = T
o 1 -«%Am

f’I‘he mean number of demands waiting and being
‘processed at least once is, according to
Little's theorem: ’ )

Qypy= Ap)-(tep) - b))

‘ -§
, ALY
- A(P)' A=4 - —
1= Ay
1=

4.2.2.2, The Initial Waiting Time

The initial waiting time is the waiting time

before the first period of service. Following

the same arguments as above, the mean initial
walting time t3(p) is composed of the follow=-
ing four terms?

. remaining service time: at the time of ar-

. rival, a demand of class i is being processed
with probability A(i) = A(i).b(i). It is
interrupted immediately, if i2p+§. Otherwise
service is completed before the newly arrived
demand gets its first period of service:

' L R di(i)
) = ) AG)-Bgey = D w4+ )
1=4 L4 )
P+§‘1 PI .
. (¢}
== Ald ,*_”&~ww
Z «) 2b(4)
=

‘where dz(i),is the variance and Mz(il the .
second moment of the service time“distri-
bution for .class i. oo S =
Waiting time 't 2(p): all waiting demands of
higher or equaY priority are servited bhefore
the newly arrived demand. Some of them are
partially serviced already {remaining service
time b _(i)) the rest waits for its first
servicd (total service time b(1i)):

o or

. (i . . .

twalp) = };;QM(U'%gg% +§ (Q(1H)-Q,0)- b
1ed

it

it

where )
Dy = 20 (rip) - bip))
Co= A0 (e (p)+ talp) - b))
according to Little's thecrem.
Waiting time t_:i(p): according to the IPP-
. W . . .

- strategy demandf of nonpreemptive priority
Ci{p+l&ispef~1) waiting and being interrupted
at least once are serviced before the newly

arrived demand: :

i

-y

- U, Herzog : . 5

« Waliting time t ,(p): all demands of higher
priority (iépuY9 arriving during the initial
walting time are serviced before the newly
arrived demand:

$-1
Ly ) = Z AG)-tp)- bt
Y
Summing up” all terms a recursion formula for

the mean initial waiting time tI(p) is obtained
whose solution is:

A AQ)- M, ()

. e
S w4 - Y a) (1 - Sag)
4 B

Remark: The same result may be obtained directe
ly using a theorem on the busy period of systems
(Adiri /19/, Kleinrock /20/), Properly applied
it shows that the length of the initial waiting
time is not affected by the scheduling strate-
gy« The above equation is known for nonpreemptiv

" priorities with (p+§~1) classes!

© 4.242.3. The Mean Response Time

The response time is determined by the sum of
initial waiting time and completion time. Hence,
the mean response time for class p is:

-1
e AGY M) btp)

) = - +- .
N ?, Z 2bt) ('l-iAﬂ))(inM})) {- ifw
o j=t Jeit j=4

1wq

Remark: It is easily shown that the results of
Gay and Seaman /3/ obtained by heuristic
reasoning for systems with fixed interrupt
levels are included in the above exact solu-
tion 721/ '

4.3, SOPTWARE CONTROLLED INTERRUPT SYSTEMS
4.3.1. Preemption~Distance Priorities (STRICT)

Each newly arriving demand generates an interw

" .rupt request. Interrupt requests interrupt all:

other programs (cf. section .3). After inter-

~rupt processing the programs are strictly ser-

7iced in the order of their priority. This
reordering distroyes the advantage of preempte
ion~distance priorities and the strategy cor-
responds to pure preemptive priorities with
system overhead, a result obtained in 4.3.2. as
a. special case. :

Remark: A modified version allows reordering
only if a running program is actually inter-—
rupted by an other program of more importance

/21/.

4.3.2. Preemption~Distance Priorities (IPF)

Three periods determine the fate of a newly
arrived demand '

o the buffer time in the input buffer,

« the initial waiting time, and

. the completion time. . . -

These portions of the total response time are
obtained following precisely the same principle
outlined in section 4.2, However, it has to be
taken into account that both the actual demand
and the interrupt request are generated at the
same moment (group arrivall). Then, the fole-
lowing formula is obtained for the measn re-




. sponse time: g'

P ‘
Ad). Myt)

bo) (1-Aw@) + )~

d ) =0 Q‘b(") '+ b(p)
(P= . T -

| (1-}%/&(‘1;)-{ 1 ~£AU)) 1 -Sn
JSO J=o J'O

5. NUMERICAL RESULTS
wsfia COMPARISON BETWEEN “STRICT"™ AND "IPFM

Many numerical examples have been studied in
order to compare the influence of the loading
procedures. Figures 10 and 11 show a typical
example: usually there is only a small diffe-
rence between the response times. STRICT fa=-
vours a fast response time for higher priority
.demands within each interrupt level whereas
IPF smoothes these differences, '

;5.25 INFLUENCE OF SYSTEM OVERHEAD

Figure 12 shows the influence of increasing
overhead (increasing software time per inter-
rupt handling) on the mean response time.

6. SUMMARY AND CONCLUSIONS

The advantage of Preemption-Distance Priorities

~ 1s obvious. They guarantee fast reaction to
urgent signals avoiding large overhead. There-
fore, preemption-distance priorities are ime
plemented in many real-time systems.

Distinguiéhing between several loading proce-
dures, new strategies have been included in
the general description and analysis.

Modelling two types of processors, an adcurate
estimation of system performance is possible.

It has been pointed out already that processors
with a specific interrupt structure and inter-
rupt software may be modelled and analyzed
accordingly.

Probability of waiting, probability of inter-
_ruption, system utilization, total overhead,
‘etc, can be easily derived /21/. Although more
" tedious, higher moments of the waiting - and
'bréspsnse time distribution may also be obtained,
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ly when different distribution functions

were chosen for the overhead phases.
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