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Abstra
t
Proto
ols of pa
ket-based networks rely on the paradigm that the network maintains thesending order of the pa
kets. Networks realize this paradigm by forwarding pa
kets alongshortest paths to destination nodes. In 
ase of unsymmetri
al tra�
 matri
es, this leadsto unequal load distributions in these networks. Consequen
es are 
ongestion, whi
h 
ausepa
ket loss and in
rease delays. Multi-path routing represents a paradigm shift. It aimsfor an optimal load distribution in a network to avoid 
ongestion. The major disadvantageof multi-path routing is the potential out-of-sequen
e pa
ket arrivals at the destination.As proto
ols rely on in-sequen
e pa
ket arrivals, they require spe
ial me
hanisms to 
opewith out-of-sequen
e pa
ket arrivals.A se
ond paradigm of pa
ket-based networks is the individual forwarding of ea
h pa
ket.Networks realize this paradigm by pro
essing the header of ea
h individual pa
ket sepa-rately. In
reasing tra�
 volumes and in
reasing line rates lead to even higher pa
ket ratesin metro and 
ore networks. This in
reases 
omplexity and power-
onsumption of the net-work devi
es. Pa
ket assembly alleviates this problem. At the network edge, it assemblesmultiple pa
kets of the same 
lass to 
ontainers. The network forwards these 
ontainersindividually maintaining the pa
ket swit
hing prin
iple. Consequently, pa
ket assemblyredu
es the absolute number of pa
kets to pro
ess. One disadvantage of pa
ket assemblyis the 
hange in the tra�
 
hara
teristi
 of the assembled pa
kets, when disassemblingthem. Additionally, if 
ontainers arrive out-of-sequen
e, the 
arried pa
kets may arriveout-of-sequen
e, too. The same 
onsequen
es as above apply.This thesis addresses the problem of out-of-sequen
e arrivals with respe
t to the paradigmshifts of above. It proposes a framework, whi
h enables proto
ol engineering with respe
tto out-of-sequen
e pa
ket patterns. This thesis in
ludes an analyti
 reordering model,whi
h shows two major appli
ations. It enables worst-
ase estimations on the amount ofout-of-sequen
e arrivals for any tra�
 model with respe
t to a prede�ned network de-lay distribution. Additionally, it provides the parameterization of a network emulationenvironment, whi
h allows engineering of real proto
ol implementations on prede�ned re-ordering patterns. Besides the analyti
 model, this thesis presents an equivalent simulationmodel as well as a 
oherent testbed for proto
ol engineering.For a substantial ba
kground, Chapter 2 introdu
es and 
lassi�es the 
on
epts of multi-path routing as well as pa
ket assembly strategies. The 
lassi�
ation 
riterion for boths
hemes is the network layer that implements multi-path routing. There are network te
h-nologies, whi
h implement multi-path routing as well as pa
ket assembly on the transport,i



ii Abstra
tnetworking and MAC layer. Examples for network te
hnologies with multi-path routing
apabilities are opti
al burst swit
hing networks for the MAC layer, IP multi-path routingfor the networking layer as well as new TCP �avours on the transport layer. Additionally,mobile ad ho
 networks also show multi-path routing properties on the MAC layer toin
rease network availability. Examples for network te
hnologies showing pa
ket assemblyon the MAC layer are wireless network te
hnologies, e. g., WiMax and WLAN as well aswired high-speed networks, e. g., opti
al burst swit
hing and frame swit
hing networks.Changes in the pa
ket order require spe
ial metri
s to 
lassify and di�erentiate reorderingpatterns. Literature provides a large set of di�erent but in
onsistent metri
s. Chapter 3�rstly introdu
es requirements of reordering metri
s. Se
ondly, it introdu
es and 
lassi-�es the metri
s proposed in the literature. A 
omprehensive dis
ussion of the proposedmetri
s leads to the IETF metri
s most suitable for the analysis of reordering patterns.Among others, they in
lude the de�nition of in-sequen
e and out-of-sequen
e arrivals,the reordering ratio, the extent metri
 and a metri
 to estimate the TCP performan
e.The remainder of this thesis, espe
ially the reordering model implements these metri
s toanalyse reordering pattern analyti
ally in a simulation as well as in a testbed.The analysis on the pa
ket order requires a reordering model to re�e
t these 
hanges. Liter-ature proposes several queuing theoreti
al models to analyse pa
ket reordering. Chapter 4
lassi�es the general ideas of these approa
hes in 
ontrast to the work presented in thisthesis. This 
hapter introdu
es the analyti
 reordering model of this thesis, whi
h showsa dis
rete delay distribution. The model represents a set of parallel ·/D/1 models. Ea
hof the ·/D/1 models shows a di�erent 
onstant delay. Chapter 4 presents for this modelthe formal analysis for deterministi
 as well as Poisson tra�
 models. Additionally to the�ndings of single layer reordering, the 
hapter also presents the expressions for hierar
hi
alpa
ket reordering. For sele
ted s
enarios, this 
hapter veri�es the �ndings of the analyti
model with equivalent simulation studies.Chapter 5 applies the analyti
 reordering model in two di�erent s
enarios. The �rst ap-pli
ation enables worst-
ase estimations on the amount of out-of-sequen
e arrivals. Se
-tion 5.2 provides the formal proof for this worst-
ase estimation and illustrates these�ndings for sele
ted s
enarios. It further shows that this worst-
ase property still holdsif the mean tra�
 rate in
reases, while the disordering network remains in its originalsettings. The se
ond appli
ation (Se
tion 5.4) enables studies of real proto
ol implemen-tations in testbeds. On basis of the reordering model, this thesis also implements a networkemulation module, whi
h 
hanges the pa
ket order a

ording to prede�ned reordering pat-tern. The module bases on the Linux kernel using the network emulation module of theLinux Foundation. For the reordering module, this 
hapter in
ludes a des
ription of themodule's state ma
hine as well as a dis
ussion on the representation of random numbersin the Linux kernel.The parameterization of this module requires the network delay distribution of an ob-served reordering pattern, i. e., the individual delay of the ·/D/1 models. Re-engineeringa prede�ned reordering pattern leads to a non-linear 
onstraint optimization problem.Se
tion 5.3 formulates this optimization problem and applies a solver algorithm to obtainthe network delay distribution. This probability distribution should lead to the same pre-de�ned reordering pattern. A veri�
ation of the module and 
omprehensive 
omparison
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t iiiof the �ndings of the testbed, simulation and analyti
 model 
on
lude this 
hapter.Chapter 6 
onsiders the reordering model and its appli
ation in network emulation s
enar-ios. It evaluates the quality of the solution of the optimization problem, whi
h re-engineersthe network delay distribution from a given reordering pattern. Thereby, the reorderingpatterns result from an opti
al burst swit
hing network simulator. For the evaluation pro-
ess, this 
hapter applies hypothesis tests and graphi
al methods. This 
hapter shows thatthe parameterized module 
reates the same reordering pattern as the simulation results.An additional subje
t for evaluation is the 
omplexity of the solver. The 
omplexity of thesolver in terms of 
omputation time 
onsiders two fa
tors. One is the number of iterationsthe solver requires for a solution and the other is the time to 
ompute the fun
tions ofthe analyti
 model. As it was not feasible to determine the 
omplexity of these fun
tionsanalyti
ally, measurements provide the basis for the analysis of 
omplexity.Summarizing, this thesis provides a 
on
ise framework for 
omprehensive studies of pro-to
ol performan
e with respe
t to out-of-sequen
e pa
ket patterns obtained from mea-surements or simulations.
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Kurzfassung
Protokolle in paketbasierten Netzen bauen auf das Paradigma, dass die Netze die Paketrei-henfolge unverändert wiedergeben. Diese Netze realisieren dieses Paradigma indem sie allePakete auf dem kürzesten Pfad zum Zielknoten weiterleiten. Ist die Verkehrsmatrix in ei-nem sol
hen Netz allerdings unsymmetris
h, wird au
h der Verkehr innerhalb eines Netzesunglei
hmäÿig verteilt. In der Konsequenz entstehen Überlastberei
he, die zu Pa
ketver-lusten und Verzögerungen führen. Mehrwegevermittlung (multi-path routing) bri
ht mitdiesem Paradigma. Es zielt darauf ab, die Last innerhalb eines Netzes optimal zu vertei-len, um Überlastberei
he zu vermeiden. Der groÿe Na
hteil der Mehrwegevermittlung sindmögli
he Reihenfolgeänderungen am Zielknoten. Da die Protokolle allerdings auf der ur-sprüngli
hen Reihenfolgeannahme basieren, benötigen sie Me
hanismen, um mit Paketenauÿerhalb der Reihenfolge umgehen zu können.Ein zweites Paradigma in paketbasierten Netzen ist die individuelle Vermittlung jedeseinzelnen Paketes. Netze realisieren dieses Paradigma indem sie jeden einzelnen Proto-kollkopf separat verarbeiten. Steigendes Verkehrsvolumen und steigende Datenraten füh-ren zu immer höheren Paketraten in Metro- und Kernnetzen. Dies wiederum erhöht dieKomplexität und den Energiebedarf der Netzknoten. Eine Paketaggregation verringertdieses Problem. Sie aggregiert am Netzrand mehrere Pakete der glei
hen Klasse zu gröÿe-ren Containern zusammen. Diese Container werden vom Netz wieder einzeln prozessiert,so dass die ursprüngli
hen Vorteile der Paketvermittlung erhalten bleiben. Damit redu-ziert die Paketaggregation die absolute Anzahl von Paketen im Netz. Der groÿe Na
hteilvon Paketaggregation ist die Änderung der Verkehrs
harakteristik der aggregierten Pake-te. Weiter geraten aggregierte Pakete auÿer Reihenfolge, wenn der Container auÿer derReihenfolge am Zielknoten ankommt. Damit ergeben si
h für die Protokolle dieselbenKonsequenzen wie oben bes
hrieben.Diese Arbeit bes
häftigt si
h mit dem Problem der veränderten Paketreihenfolge unterder Annahme obiger Paradigmenwe
hsel. Sie beinhaltet ein Vorgehensmodell zur Unter-su
hung von Protokollen im Hinbli
k auf eine veränderte Paketankunftsreihenfolge. DerKern ist dabei ein analytis
hes Modell für eine veränderte Paketreihenfolge. Dieses Modelldient zwei Hauptanwendungsgebieten. Es ermögli
ht den Anteil der Pakete abzus
hätzen,die auÿerhalb der Reihenfolge ankommen. Weiter ermögli
ht das Modell eine Netzemula-tion, die es gestattet, Protokolle im Hinbli
k auf eine bestimmte Reihenfolgeänderung zuuntersu
hen. Neben dem analytis
hen Modell stellt diese Arbeit ein äquivalentes Simula-tionsmodell und eine damit verbundene Experimentierplattform vor. v



vi KurzfassungKapitel 2 stellt vers
hiedene Konzepte der Mehrwegevermittlung sowie der Aggregati-onsme
hanismen vor und klassi�ziert diese na
h der S
hi
ht in der sie implementiertwerden. Vers
hiedene Netzte
hnologien implementieren Mehrwegevermittlung und Pa
ke-taggregation auf Transport, Netz- oder MAC-S
hi
ht. Beispiele für Netzte
hnologien, dieMehrwegevermittlung implementieren, sind optis
he aggregatvermittelnde Netze auf derMAC-S
hi
ht und vers
hiedene Protokolle auf Transport- und Netzs
hi
ht. Zusätzli
h im-plementieren mobile ad ho
 Netze Mehrwegevermittlung, um die Netzverfügbarkeit zuerhöhen. Beispiele für Netzte
hnologien, die Pa
ketaggregation implementieren, sind ka-bellose Netze wie WiMax und WLAN und kabelgebundene Ho
hges
hwindigkeitsnetzewie zum Beispiel optis
he aggregatvermittelnde Netze sowie rahmenvermittelnde Netz-te
hnologien.Änderungen in der Reihenfolge bedürfen besondere Metriken um Reihenfolgemuster zuunters
heiden und zu klassi�zieren. Die Literatur s
hlägt dabei eine Reihe von vers
hiede-nen, leider inkonsistenten Metriken, vor. Zunä
hst führt Kapitel 3 die Anforderungen ansol
he Metriken ein. Als zweites stellt es die in der Literatur vorges
hlagenen Metriken vorund klassi�ziert diese im Hinbli
k auf die Anforderungen. Eine verglei
hende Übersi
htder Metriken führt zu den von der IETF vorges
hlagenen Metriken, die am Besten für dieUntersu
hungen von Reihenfolgeänderungen geeignet sind. Unter anderem de�nieren die-se Metriken die Begri�e in Reihenfolge und auÿerhalb der Reihenfolge. Weitere Metrikenbestimmen den Anteil der Pakete, die auÿerhalb der Reihenfolge ankommen, quanti�zie-ren den Versatz eines Pakete oder s
hätzen den Ein�uss auf das Transportprotokoll TCPab. Diese Arbeit mit ihrem analytis
hen Modell implementiert diese Metriken, um eineReihenfolgeänderung zu bewerten.Die Analyse der Reihenfolgeänderung bedarf eines geeigneten Modells. Viele verkehrs-theoretis
he Modelle zur Reihenfolgeänderung werden in der Literatur vorges
hlagen. Füreine erste Klassi�kation fasst Kapitel 4 diese Ideen und Ergebnisse zusammen und grenztdiese zu dem Modell dieser Arbeit ab. Dieses Kapitel stellt im Weiteren das eigentli
heModel zur Reihenfolgeänderung vor. Das Modell entspri
ht in den Grundzügen mehrerenparallelen ·/D/1 Modellen. Die Verzögerung, die ein Paket darin erfährt, folgt damit einerdiskreten Verteilung. Kapitel 4 präsentiert die formale Analyse für deterministis
hen Ver-kehr sowie für Poisson-Ankünfte. Zu den Ergebnissen der Betra
htung von einer S
hi
ht(Container) kommen die formalen Ergebnisse für mehrs
hi
htige Betra
htungen (aggre-gierte Pakete). Für ausgewählte Szenarien zeigt das Kapitel die Ergebnisse der Simulationsowie der formalen Analyse.Kapitel 5 wendet das analytis
he Modell in zwei vers
hiedenen Szenarien an. Die er-ste Anwendung ermögli
ht eine Abs
hätzung des Anteils der Pakete, die auÿerhalb derReihenfolge ankommen. Abs
hnitt 5.2 zeigt den formalen Beweis auf und illustriert dieErgebnisse für ausgewählte Szenarien. Weiter zeigt das Kapitel, dass die Abs
hätzungau
h gültig bleibt, wenn die mittlere Verkehrslast zunimmt und die Paketverzögerungendes Models glei
h bleiben. Die zweite Anwendung (Abs
hnitt 5.4) ermögli
ht Studienvon e
hten Protokollimplementierungen in Experimentierplattformen. Auf Basis diesesModells wurde innerhalb dieser Arbeit eine Netzemulation implementiert, wel
he die Pa-ketreihenfolge na
h einem vorde�nierten Muster verändert. Das Modul der Netzemulationwurde im Linux Kernel implementiert und verwendet die Netzemulation der Linux Foun-



Kurzfassung viidation. Dieses Kapitel beinhaltet die Bes
hreibung des Zustandsautomaten des Modulssowie die Diskussion der Generierung von Zufallszahlen innerhalb des Linux Kernel, dieeiner bestimmten Verteilung folgen.Die Parametrisierung des Moduls bedarf dem Wissen über die Verteilung der Paket-verzögerung, um eine bestimmte Reihenfolgeänderung zu erzielen. Die Parametrisierungausgehend von einer bestimmten Reihenfolgeänderung führt zu einem ni
ht-linearen Op-timierungsproblem mit Randbedingungen. Abs
hnitt 5.3 stellt das Optimierungsproblemauf und wendet einen geeigneten Lösungsalgorithmus an, um die Verteilung der Paket-verzögerung zu erhalten. Diese Verteilung der Paketverzögerung soll dann zum glei
henReihenfolgemuster wie vorgegeben führen. Eine Veri�kation des Moduls und ein abs
hlie-ÿender Verglei
h der Ergebnisse von Experimentierplattformen, Simulation und analyti-s
hem Model s
hlieÿt das Kapitel.Kapitel 6 betra
htet das analytis
he Model zur Reihenfolgeänderung und seine Anwen-dung in der Netzemulation. Es bewertet die Qualität der Lösung des Optimierungspro-blems, die es ermögli
ht, eine vorde�nierte Reihenfolgeänderung na
hzubilden. Die Rei-henfolgemuster kommen dabei von einem Simulator für optis
he aggregatvermittelndeNetze. Für eine Bewertung der Lösung, verwendet das Kapitel zwei Hypothesentests undzwei graphis
he Methoden. Das Kapitel zeigt an mehreren Beispielen, dass die Lösunggeeignet ist, um vorgegebene Reihenfolgeänderungen na
hzubilden. Ein weiterer Punktdes Kapitels ist die Bewertung des Lösungsalgorithmus. Die Komplexität des Lösungsal-gorithmus hängt dabei von zwei Faktoren ab. Der eine beinhaltet die Anzahl der S
hrittebis eine Lösung gefunden wird, der andere die Zeit, die benötigt wird, um die Metrikenfür einen Punkt auszure
hnen. Da es ni
ht mögli
h ist, die Komplexität der Funktionenanhand der mathematis
hen Bes
hreibung zu erfassen, wird bei der Komplexitätsabs
hät-zung auf Zeitmessungen zurü
kgegri�en.Das in der Arbeit vorgestellte Vorgehensmodellsmodell ermögli
ht es na
hweisli
h, Pro-tokolle im Hinbli
k auf vorgegebene Reihenfolgeänderungen, die von Messungen oder Si-mulationen stammen, zu untersu
hen.
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1 Introdu
tion
Sin
e the opening of the Internet for 
ommer
ial and non-resear
h users around 1990, thenumber of o�ered servi
es and parti
ipating users exploded. After 20 years, more than1.5 billion people parti
ipate in the Internet [2℄. This 
orresponds to a growth rate ofmore then 300% sin
e 2000. These users use a large number of servi
es; for instan
e,�le sharing, Voi
e over IP (VoIP) or instant messaging appli
ations. In addition, videoplatforms, photo galleries and online 
ommunities be
ome more and more popular. Atthe beginning on the Internet, 
entralized servi
es, e. g., World Wide Web (WWW),dominated. After this initial growth, peer-to-peer appli
ations, espe
ially for �le sharing,emerged. Now, with the popularity of so
ial networks, 
entralized servers with some peer-to-peer tra�
, e. g., instant messaging, regain dominan
e. Regardless of the 
hangingservi
e organization stru
ture, the Internet tra�
 now grows about 50% per year [3℄.This growth rate demands �exible, high performan
e, s
alable and high-speed networksto handle these tra�
 masses.Next Generation Networks propose parallel pro
essing as one solution to handle furtherin
reasing tra�
. Parallel pro
essing refers to simultaneous handling of individual pa
kets(datagram) lo
ally in a node, as well as forwarding streams of information on di�erentpaths to the destination. Consequently, parallelism o

urs within nodes and within net-works. As a drawba
k, parallelism may 
hange the original sending order of pa
kets.For in-order pro
essing, any parallelism requires me
hanisms to maintain the originaldatagram order. If network te
hnology does not foresee these me
hanisms or if theseme
hanisms fail, parallel pro
essing may 
hange the original order. As appli
ations andtransport proto
ols assume in-order arrivals, they may misinterpret this 
hange in the or-der as an indi
ation of 
ongestion and underperform. Besides intended pa
ket reordering1,network malfun
tion may also 
ause pa
ket reordering.The next se
tions widen the s
ope of pa
ket reordering and give a 
lear distin
tion ofpathologi
al and intended reordering. Common to both reasons is the 
onsequen
e on theproto
ols fa
ing reordering, whi
h dis
usses a separate se
tion. Further se
tions give anoverview on the methods proposed in the literature to evaluate the proto
ol performan
efa
ing pa
kets arriving out-of-sequen
e. In general, these methods are insu�
ient to estab-lish a dire
t link between the spe
i�
 out-of-sequen
e arrival pattern and the experien
eddegradation of any proto
ol performan
e. This thesis 
loses this gap and provides in adedi
ated se
tion a new method to analyze proto
ol performan
e under pa
ket reordering
onditions. The last se
tion provides the stru
ture of the thesis.1the term unintended reordering des
ribes the pro
ess to for
e pa
kets out-of-order 1



2 Chapter 1. Introdu
tion1.1 Pa
ket Reordering PhenomenaIn high-speed networks, pa
kets arrive out-of-order be
ause of several reasons. In general,these reasons belong to one of the following two 
lasses: pathologi
al reordering and te
h-nology inherent reordering. The �rst 
lass exhibits reasons, where out-of-order arrivalso

ur as the result of malfun
tioning devi
es or miss-
on�gured network proto
ols, e. g.,�apping routes. The se
ond 
lass in
ludes te
hnologies, whi
h draw bene�ts and per-forman
e improvements from out-of-order arrivals. This se
tion introdu
es both 
lassesin depth and 
loses with an overview on the 
onsequen
es of out-of-sequen
e arrivals ontransport layer proto
ols and appli
ations.1.1.1 Pathologi
al Pa
ket ReorderingThis se
tion provides the ba
kground for unintended reordering in pa
ket-based networks,like the Internet. Unintended refers to operations within the network, whi
h were notplanned nor foreseen, mostly related to some erroneous network fun
tions. An out-of-sequen
e o

urs, if a pa
ket arrives later than another pa
ket, although it departed earlier.Jaiswal et al. 
lassify in [4℄ pa
ket reordering in three di�erent types: pa
ket retransmis-sions, pa
ket dupli
ation and in-network reordering. Pa
ket retransmission o

urs, if thenetwork drops or severely delays a pa
ket. In this 
ase, proto
ols that o�er a reliable 
on-ne
tion servi
e (e. g., transmission 
ontrol proto
ol, TCP) may resend the missing pa
ket.Although in this 
ase, the pa
ket is not lost, it may trigger resending the pa
ket due totimeouts. The retransmission be
omes unne
essary and wastes bandwidth. Besides theproto
ol performan
e of TCP, lower layers also show pa
ket reordering. For instan
e,wireless networks show in general a worse 
onne
tion quality than �xed networks. For re-liability, they implement an ARQ (automati
 repeat request) me
hanism in the data linklayer to retransmit erroneous pa
kets. This retransmission may lead to out-of-sequen
earrivals with respe
t to the upper layer proto
ols. Koga et al. as well as Arthur et al.study this impa
t in detail in [5, 6℄.Today, routers operate at very high speeds providing 
omplex fun
tions like forwarding,poli
ing, en
rypting, et
. In most 
ases hardware but also software (e. g., management)realize this fun
tionality. Both implementations may in
lude bugs with respe
t to theagreed fun
tionality. In rare 
ases, miss-
on�gured or buggy router fun
tions 
orruptpa
kets or release the same pa
ket multiple times. The latter 
ase leads to pa
ket du-pli
ation, where at the destination node, the se
ond pa
ket triggers an out-of-sequen
earrival [7℄. Besides this, some routers are able to stop forwarding if they pro
ess routingupdates. Bu�ered pa
kets and new arrivals may interspersed, whi
h may also 
hange theorder [8℄.The internal stru
ture of modern routers in general provides parallel pro
essing stages to
ope with high speed pa
ket rates [9℄. Govind et al. studies in [10℄ the pa
ket reorderingphenomena of network pro
essors. They study the parallel mi
roengines of the Intel IXP2400 network pro
essor, whi
h share a 
ommon transmit bu�er. Be
ause of the parallelmi
roengines and the e�
ient a

ess to the shared bu�er (without mutual ex
lusions)



1.1 Pa
ket Reordering Phenomena 3pa
ket reordering may o

ur. They �nd 60% of the 64 B and 14% of the 512 B pa
ketsreordered without any me
hanism to maintain the order. Introdu
ing me
hanisms tomaintain the pa
ket order de
reases these reordering rates to 33% and 2%, respe
tively.The 
ost of this redu
tion is degradation in pa
ket throughput, due to the limited a

esse�
ien
y to the bu�er.Bare et al. survey in [11℄ the reasons of parallelism in routers. The main reason is thein
reasing gap between link and pro
essing speeds. The parallel pro
essing within thesehigh-speed ar
hite
tures may 
ause pa
ket reordering. Also per-pa
ket load balan
ingin
reases the number of reordered pa
kets [12℄. In prin
iple, they simulate the mainar
hite
ture of Govid et al., with several parallel mi
roengines a

essing the same bu�er.They apply the reordering-density metri
 of Piratla et al. of [13℄ and found that about10% of the pa
kets leave the router in a di�erent order on an OC-384 (20 Gbit/s) interfa
e.On an OC-768 (40 Gbit/s) interfa
e, this amount in
reases to 17%.Kandula et al. propose in [14℄ an alternative load balan
ing me
hanism, whi
h avoidsany pa
ket reordering. They assume parallel links between two devi
es, where the devi
esknow about the di�erent delays on these links (e. g., by measurement). With this knowl-edge, the load balan
ing devi
e is able to distribute fra
tions of �ows (�owlets) amongthese di�erent paths without produ
ing out-of-order arrivals at the destination. The de-vi
e takes into a

ount the relative distan
e between 
onse
utive arriving �owlets as wellas the link of the last �owlet. With this splitting algorithm, the authors ensure in-orderarrivals at the destination.In general, these parallel stru
tures provide me
hanisms to maintain the original pa
ketsequen
e, although this is not possible at any time. In 
ase of head-of-line blo
king withina pipeline, subsequent pa
kets may be pro
essed out-of-sequen
e to regain throughput.Additionally to the lo
al pro
essing, neighbouring nodes may share parallel links for load-balan
ing issues. Here, reordering may happen, due to negle
ting �ow properties of thepa
kets. Additionally, �apping routes from interior and exterior routing proto
ols arealso reasons for temporal pa
ket reordering [15℄. Forwarding routes os
illate between
ertain forwarding destinations due to bursty tra�
 and load dependent weights of therouting proto
ol [8℄. A

ording to Jaiswal, the term in-network reordering summarizesthese e�e
ts.1.1.2 Te
hnology Inherent Pa
ket ReorderingBesides unintended pathologi
al pa
ket reordering, there exists a series of network te
h-nologies and proto
ols a

epting pa
ket reordering to a
hieve 
ertain tra�
 engineeringgoals. Espe
ially, the Future Internet initiative fo
uses on some of these proposals. Inmost 
ases, tra�
 engineering aims to improve the overall network performan
e on a
ertain network layer or the quality of servi
e of individual or all tra�
 �ows in a net-work. Multi-path routing represents one method to a
hieve better network performan
ebut may exhibit pa
ket reordering. Chapter 2 introdu
es this 
on
ept and the related
onsequen
es in detail. Network te
hnologies may �rst assemble pa
kets to larger 
on-tainers before forwarding them to de
rease pa
ket rates (elaborated in Se
tion 2.2). If thenetwork te
hnology reorders these 
ontainers, the 
arried pa
kets also arrive reordered at
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tionthe destination. Thereby, the reordering pattern of pa
kets and 
ontainers may di�er.This s
enario refers to a hierar
hi
al reordering, i. e., reordering on multiple layers.
1.1.3 E�e
ts of Pa
ket ReorderingIn general, the re
eiving node pro
esses the re
eived pa
kets usually in the same orderthan theses pa
kets leave the sender. The re
eiving proto
ol instan
e usually forwardsthe pa
kets to the appli
ation layer, either in 
orre
t order in
luding ne
essary retrans-missions or in the order of arrival. In both 
ases, either the appli
ation layer or thetransport proto
ol layer has to provide 
ountermeasures to re-gain the original pa
ket se-quen
e. Me
hanisms are re-sequen
ing bu�ers or 
ongestion 
ontrol algorithms of reliabletransport proto
ols. In any 
ase, this may have an impa
t on the node design as wellas on the performan
e of the appli
ation layer proto
ol. Consequently, it is ne
essary tostudy the impa
t of pa
ket reordering on upper layer proto
ols in hierar
hi
al as well asnon-hierar
hi
al network s
enarios. The next two se
tions dis
uss both aspe
ts of pa
ketout-of-sequen
e delivery.
1.1.3.1 Bu�er Requirements at the Re
eiverIn 
ase of out-of-sequen
e arrivals, transport or appli
ation proto
ols have to provideme
hanisms to re-gain the original sequen
e for further pro
essing. Any pa
ket delay,
auses a head-of-line blo
king at the re
eiver. Although a number of pa
kets have alreadyarrived, pro
essing 
annot 
ontinue due to a missing delayed pa
ket. In here, we assumeno pa
ket losses.A general me
hanism to 
ope with the arrival of out-of-sequen
e pa
kets is to store theintermediate arriving pa
kets in a re-sequen
ing bu�er. This bu�er stores all arrivingpa
kets and forwards the datagram to the appli
ation in 
orre
t order. Thereby, it sear
hesthe bu�er for the next in-sequen
e pa
ket. If this pa
ket is missing or has not arrivedyet, the bu�er waits until its arrival. To avoid starvation and deadlo
ks in 
ase of missingpa
kets, a timer or pa
ket 
ounter de�nes the maximum time to wait for out-standingpa
kets. For time-
riti
al and intera
tive appli
ations like voi
e and video streaming, thistimer is inherently required to target the required servi
e properties, e. g., parametersagreed by the ITU-T Y.1540 and Y.1541 [Y.1540,Y.1541℄.For the node design, it is important to know the dimensions of the bu�er size in an ex-pe
ted reordering s
enario. A too short bu�er size would 
ause unne
essary pa
ket losses,while a too large bu�er 
auses extra hardware 
osts. Another parameter is the initialvalue of the timer or pa
ket 
ounter. Usually, the appli
ation de�nes the timeout value to
over its needs and servi
e requirements. Both, the bu�er size and the parameterizationof the timer, de�ne the servi
e quality experien
ed by the appli
ation.



1.1 Pa
ket Reordering Phenomena 51.1.3.2 Window Based Congestion ControlThe Transmission Control Proto
ol (TCP) holds the largest share of transport proto
olsin the Internet. It o�ers a reliable 
ommuni
ation servi
e for appli
ations and implementsa 
ongestion 
ontrol algorithm. Besides other me
hanisms, the dominant algorithm for
ongestion 
ontrol is window based. The next paragraphs shortly introdu
e the 
ongestion
ontrol algorithm and its relation to out-of-sequen
e arrivals.The TCP standard of [RFC 2581℄ in
ludes four di�erent 
ongestion 
ontrol algorithms:slow start, 
ongestion avoidan
e, fast retransmit and fast re
overy. The slow start and
ongestion avoidan
e algorithms apply window based 
ongestion 
ontrol. They in
lude asender window (
ongestion window) and an advertised re
eiver window (re
eiver window).The minimum of both determines the amount of data, whi
h the sender is allowed tosend within one round. Starting with an initial window size, the sender in
reases the
ongestion window by every a
knowledged pa
ket until it rea
hes a threshold (slow startthreshold). Then it enters the 
ongestion avoidan
e phase and in
reases the 
ongestionwindow linearly by one segment per round trip time.The re
eiver a
knowledges ea
h in
oming segment with the next expe
ted segment num-ber. Upon an unexpe
ted or out-of-sequen
e arrival, it immediately re-a
knowledges theoutstanding segment. The sender re
eives this dupli
ate a
knowledgement (dup-a
k) andenters the fast retransmit state after re
eption of the third dupli
ate a
knowledgement(IETF [RFC 2581℄ proposes three). In the fast retransmit state, the sender retransmitsthe missing segment and 
hanges the sender window to the size of the slow start threshold.The TCP 
ongestion me
hanism rea
ts with the fast retransmit and fast re
overy me
h-anism, if the sender re
eives a 
ertain number of dup-a
ks. The requested pa
ket may belost or severely delayed by several inter-departure times. If the pa
ket still arrives afterthe last dup-a
k, the sender has already taken 
ountermeasures and de
reased the 
on-gestion window. The standard implementation of TCP 
ontinues sending with a smallerwindow size, regardless of the non-loss situation. Besides this, the delayed pa
kets alsoimpa
t the measure of the round trip time, whi
h enables TCP to dete
t 
hanged network
onditions and to set the retransmission timeout [RFC 1323℄.Up to this point, both, the sender and the re
eiver are not able to distinguish the di�eren
eof both events, pa
ket loss and out-of-order pa
ket arrival. The resulting behaviour of TCPis 
omparable in both situations. The quanti�
ation of the latter one depends on the dup-a
k threshold and the tra�
 
hara
teristi
 of the sending station and the intermediatequeuing network. Several 
ountermeasures are available to make TCP robust againstout-of-sequen
e pa
kets. One is to in
rease the dupli
ate a
knowledgement threshold toa larger value. Measurements and learning 
apabilities of the sender may determine thenew threshold depending on the extent2 of the out-of-sequen
e arrivals. It is a trade-o� between the time to rea
t on pa
ket losses and the time to wait for late pa
kets.The parameterization of both is either stati
 or determined dynami
ally at runtime. Thefollowing improvements to TCP exploit the dynami
 adaptation of the dup-a
k threshold.2di�eren
e between a
tual and original pa
ket position in a pa
ket �ow
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tion1.1.3.3 Out-of-sequen
e Aware TCP VersionsIn the literature, many resear
hers have addressed the problem of TCP fa
ing reorderedpa
kets. Due to the reasons introdu
ed in Se
tion 1.1, resear
h tries to make the mostimportant transport proto
ol TCP robust with respe
t to unexpe
ted out-of-sequen
earrivals. Among others, literature proposes three major extensions to TCP to �ght pa
ketreordering, reordering robust TCP (RR-TCP, [16℄), reordering dete
ting TCP (RD-TCP,[17℄) and reordering persistent TCP (TCP-RP, [18℄). The next paragraphs introdu
e thebasi
 
on
epts, while Ka-Cheong Leung et al. survey in [8℄ further extensions for TCPfa
ing reordering.The reordering robust TCP maintains a s
oreboard at the sender for every sent pa
ket andtheir a
knowledgements. These re
ords provide the information on outstanding pa
kets,as ea
h missing pa
ket produ
es a gap in the sequen
e of a
knowledgements. The sendermonitors these gaps of outstanding a
knowledgements using a histogram. Based on thehistogram data, the sender adapts the dup-a
k threshold to 
ompensate a de�ned amountof reordered pa
kets.RD-TCP in
ludes intermediate gateways to distinguish lost pa
kets from reordered pa
k-ets. Ea
h gateway monitors the re
eived and dropped pa
kets. If these gateways re
eivean a
knowledgement pa
ket, they 
he
k if they had dropped this pa
ket earlier. If so, theyindi
ate this by setting a spe
ial drop bit in the a
knowledgement. Otherwise, pa
ketsarrive out-of-order. The spe
ial drop bit indi
ates the sender that a pa
ket is droppedand that the sender 
an resent the missing pa
ket immediately. If there is no drop bitindi
ation, the pa
ket will arrive later be
ause of reordering. In this 
ase, the sender waitsfor even more dupli
ate a
knowledgements than the original threshold.TCP-PR avoids the misinterpretation of dupli
ate a
knowledgements by not 
onsideringthem at all. TCP-PR only 
onsiders timestamps to dete
t reordering and to distinguishthem from pa
ket losses. The sender keeps two lists, a list indi
ating pa
kets for send-ing and a list of una
knowledged pa
kets. The arriving a
knowledgements remove the
orresponding items from the sending list. To dete
t lost pa
kets, the sender keeps atimestamp of the sending time. It 
onsiders una
knowledged pa
kets beyond the thresh-old as lost and triggers their retransmission. Una
knowledged pa
kets below the thresholdmay arrive later be
ause of severe delays. The authors propose an algorithm to adaptthe threshold to the a
tual network 
onditions. The prin
iple me
hanism 
ompares toRR-TCP where the 
riteria of lost pa
kets is segment based, while in TCP-PR it is timebased.The Future Internet initiative also dis
usses extensions to TCP. Their fo
us is on a mi
ro-�ow level, whi
h a
tually represents a part of a �ow. Ea
h mi
ro-�ow keeps the pa
ketorder on its path. Di�erent mi
ro-�ows may follow di�erent paths, not ne
essarily main-taining any order between them. As the implementations are in an early state or involvethe network elements, there a doubts for an early deployment of these implementations.The dis
ussions of the Future Internet are still ongoing. There, the out
ome is not 
lear.



1.2 Methodologies to Study Pa
ket Reordering 71.2 Methodologies to Study Pa
ket ReorderingThe previous se
tion showed that pa
ket reordering violates the paradigm of in-ordersending and pro
essing of pa
kets. More severe, pa
ket reordering may harm the proto-
ol performan
e or requires additional me
hanisms to re-gain the original sequen
e. Thestudies in the literature on pa
ket reordering are therefore twofold. One bran
h 
lassi�esand quanti�es the reordering pattern by measurements using di�erent reordering metri
s.The other bran
h tries to evaluate the e�e
t of pa
ket reordering on di�erent proto
ols,mainly TCP and UDP. This se
tion introdu
es the simulation, formal and experimentalmethodologies to determine the proto
ol performan
e of the se
ond bran
h. The draw-ba
ks of these methodologies build the motivation for the proposed methodology of thisthesis. Chapter 3 refers to the �rst bran
h, the reordering metri
s.1.2.1 Simulation StudiesIntegrated simulation studies dominate the resear
h to study proto
ol performan
es withrespe
t to out-of-order pa
ket arrivals. These studies mostly apply a model or proposea model for both, the underlying network as well as the proto
ol to study. In most
ases this in
ludes opti
al burst swit
hed networks and the transmission 
ontrol proto-
ol [RFC 2581℄. They model the underlying OBS network as well as TCP or 
reate asimulation model within a simulation environment. Performan
e metri
s are the through-put/goodput of TCP, in rare 
ases also more detailed metri
s on the number of a
knowl-edges or window sizes. The main driver for these studies is the impa
t of pa
ket and burstlosses on the TCP performan
e [19�24℄.Literature does not study the impa
t of burst reordering on TCP and other upper layerproto
ols in su
h detail. Callegati et al. introdu
e in [22,25℄ a burst reordering frameworkfor a WDM network, but their reordering de�nition misses the exa
t link between the re-ordering 
hara
teristi
s and the related TCP me
hanisms. In [26℄, Perelló et al. quantifyby simulation the impa
t of 
ontention resolution s
hemes on opti
al burst reordering andestimated the TCP performan
e. They measure the amount of opti
al burst reorderingin the same order of magnitude as the burst loss probability. These results emphasize thene
essity for a detailed investigation on reordering in opti
al burst swit
hing networks.S
hlosser et al. analyze in [27℄ the impa
t of burst de�e
tion by intensive simulations.They apply an integrative TCP over OBS network model in
luding only a single alter-native path. Thus, the results are not representative for a network wide analysis with adi�erent delay distribution between sour
e and destination node.The number of parameters of this kind of simulations is in general very large as OBS aswell as TCP shows a large number of parameters and 
on�gurations. TCP has severaloptions [RFC 2581℄ as well does OBS allow a wide �exibility. Se
tion 2.4.2 will introdu
ethe main parameters of OBS networks. Besides this, general parameters like networktopology, network load and network dimensioning further in
rease the parameter spa
e.As the applied simulation models integrate proto
ol and network te
hnology, it is in gen-eral hard to obtain the pa
ket sequen
e and to distinguish the impa
t of out-of-sequen
e
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tionarrivals from other network properties, the proto
ols may depend on, e. g., round-triptime. They la
k the dire
t relationship between the pa
ket reordering sequen
e and theproto
ol performan
e.1.2.2 Analyti
 StudiesIn 
ontrast to the simulation studies, literature shows only very few analyti
 studies on theimpa
t of out-of-sequen
e arrivals on the proto
ol performan
e. The dominating resear
h�eld is the investigation on the TCP performan
e with respe
t to pa
ket losses. Theanalyti
 TCP models are highly relevant for these kinds of studies. At �rst pla
e, onehas to mention the work of Padhye et al., who propose in [28℄ an analyti
 TCP model,whi
h takes into a

ount the timing 
onstraints of TCP. They show that their modelreprodu
es real TCP Reno 
onne
tions very well. Applying Padhye's model, Detti etal. study in [19, 29℄ the intera
tions between opti
al burst swit
hing networks and TCP.They give results for the bursti�
ation delay with respe
t to burst losses. They optimizeTCP throughput and �nd aggregating several 
onne
tions per burst bene�
ial. Besidesthis work, Du et al. propose in [30℄ an a
knowledgement me
hanism for opti
al bursts.The TCP performan
e should re
ognize and bene�t from this a
knowledgement for animproved throughput performan
e. Their analyti
 model mat
hes the simulation resultswell.Analyti
 models on the proto
ol performan
es of TCP or other transport proto
ols arevery rare in the literature. The major reason is the huge 
omplexity of these proto
ols andtheir large number of �avours. Consequently, any analyti
 model provides basi
 state-ments with respe
t to sele
ted s
enarios. These analyti
 models mostly fo
us on sele
tedme
hanisms, where they negle
t the intera
tion to other me
hanisms for simpli�
ation.They enable the understanding of prin
iple interrelations, but 
an not evaluate the wholesystem with its environment at on
e.1.2.3 Experimental StudiesIn [31℄, Bennett et al. study 
arefully the impa
t of reordering on TCP. Therefore, they�rst quantify the amount of reordering in the network and se
ond try to 
on
lude on theTCP performan
e. They measure pa
ket reordering in a ba
kbone network and 
lassifypa
ket reordering in forward and ba
kward dire
tion. They tra
e the pa
ket sequen
enumbers and analyze the tra
e o�ine. Additionally, they remove lost pa
kets by renum-bering the remaining pa
kets in the stream. Besides the quanti�
ation of reordering in thenetwork, they provide a detailed dis
ussion on the TCP behaviour fa
ing the measuredpa
ket sequen
e. This work provides detailed �ndings on the o

urren
e of reordering inthe network but the 
on
lusions on TCP base on simulations and standard do
umentsrather than on real proto
ol implementations.Additionally, Paxson measures in [15℄ the amount of reordering, loss, dupli
ation, delayand 
orruption in extensive studies. Based on theses measurements, he evaluates theperforman
e on TCP. For evaluation, he refers to the IETF standard do
uments for
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ket Reordering 9TCP. As the IETF standards in general leave �exibility in implementation, the resultingimplementations may show wanted or unwanted side e�e
ts. The same argument as beforeapplies. Standards and real implementations may di�er. To evaluate the whole system,the system itself needs to be analysed.1.2.4 Proposed PethodologyThe approa
h proposed in this thesis enables a 
omprehensive proto
ol performan
e eval-uation fa
ing out-of-sequen
e arrivals. The approa
h 
learly distinguishes between expe-rien
ed out-of-sequen
e pattern and the proto
ol performan
e. Consequently, it enablesa deep understanding of proto
ol me
hanisms resulting from reordering pattern. Theproposed methodology to study the performan
e of proto
ols 
overs the following steps(
f. Figure 1.1). The numbers in the �gure 
orrespond to the number in the enumeration.The right part of the �gure denotes per step the applied methodology.Step 1 depi
ts the problem statement: the fo
us of interest is the end-to-end proto
olperforman
e with respe
t to out-of-sequen
e pa
ket arrivals. Thereby, the proto
olmay be any transport or appli
ation layer proto
ol in the end systems. The out-of-sequen
e pa
ket arrivals o

ur be
ause of spe
ial network features that Chapter 2dis
usses in detail. These spe
ial network features may be present in real or futurenetworks.Step 2 models the expe
ted tra�
 
hara
teristi
s of the proto
ols in the end systems. Itfurther models the network 
onditions that show pa
ket reordering. Simulationsobtain the reordering patterns of these network 
onditions, whi
h enable pa
ketreordering. In 
ase of pa
ket assembly, it obtains reordering patterns for bothlayers, �at (burst reordering) and hierar
hi
al (pa
ket reordering). This step ap-plies reordering metri
s to quantify the experien
ed reordering pattern. Chapter 4introdu
es the applied reordering metri
s in detail and dis
usses the advantagesand disadvantages with respe
t to other metri
s proposed in the literature.Step 3 applies the obtained reordering pattern together with an analyti
al reorderingmodel to reprodu
e the reordering pattern obtained from simulations. Chapter 4introdu
es the novel analyti
 reordering model. The model is able to re-engineerthe experien
ed network delay distribution starting from a given reordering pat-tern. This step leads to an optimization problem des
ribed in Se
tion 5.3.1. There-engineered network delay distribution serves as an input parameter for a net-work emulation s
enario.Step 4 shows the network emulation s
enario, whi
h emulates the desired pa
ket reorder-ing using a novel network emulation module. Therein, the analyti
 reorderingmodel provides the parameters for this module. The network emulation extents aLinux kernel module and manipulates the outgoing bu�er to re�e
t the destinedreordering pattern. Chapter 5 des
ribes this appli
ation s
enario for the reorderingmodel in
luding the testbed and the module.
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Figure 1.1: Proposed methodology



1.3 Stru
ture of the Thesis 111.3 Stru
ture of the ThesisEa
h of the following 
hapters is dedi
ated to one of the previous steps. The individualsteps of the proposed methodology (
f. Figure 1.1) require several sub-steps to solve.These provide the stru
ture of this thesis.Chapter 2 introdu
es the properties and 
on
epts of Next Generation Networks and theirrelation to the global information infrastru
ture proje
t proposed by the ITU-T. Besidesthis general introdu
tion, this 
hapter also provides an overview on 
urrent trends in thesenetworks. Two sele
ted features of Next Generation Networks are multi-path routing andpa
ket assembly. Chapter 2 motivates both 
on
epts and imposes network ar
hite
turesimplementing these features. One representative of these Next Generation Networks im-plementing multi-path routing and pa
ket assembly is opti
al burst swit
hing. One se
tionintrodu
es this ar
hite
ture as a representative for Next Generation Networks. Besides thepotential in
rease in network performan
e, both features 
ause pa
ket reordering eitheron a single layer or on di�erent layers at the same time.Re
ording of out-of-sequen
e pa
kets at the destination requires metri
s to quantify theamount and 
hara
teristi
 of pa
ket reordering. Chapter 3 provides an overview, eval-uation and the sele
tion of reordering metri
s provided in the literature. It dis
ussesthe individual approa
hes with respe
t to robustness, implementation 
omplexity andrelevan
e for proto
ol investigations. The 
losing evaluation 
hooses the reordering met-ri
s of the IETF be
ause of their easy implementation, low 
omplexity and standardizedapproa
h. The reordering metri
s in
lude the de�nition of reordering, a measure for thereordering extent and metri
s indi
ating the impa
t on the Transmission Control Proto
ol(TCP).Chapter 4 introdu
es an analyti
 reordering model to abstra
t the reordering pattern ofa 
ertain s
enario. It provides the ba
kground to determine reordering metri
s for twosele
ted tra�
 
hara
teristi
s in an arbitrary delay environment. One tra�
 
hara
teristi
shows 
onstant inter-arrival times, the other shows Poisson arrivals. Further, Chapter 4provides two worst-
ase approximations. The �rst approximation shows for hierar
hi
alpa
ket reordering that the reordering pattern is worst, if there is exa
tly one pa
ket inevery 
ontainer burst. The se
ond approximation shows that 
onstant inter-arrival timesmay lead to the largest number of reordering pa
kets at the destination 
ompared to anyother tra�
 
hara
teristi
. This 
hapter formally proves that the reordering pattern of
onstant tra�
 represents an upper bound for any other tra�
 model. Besides this, itintrodu
es a simulation environment, whi
h ba
ks-up the �ndings.The appli
ation of the reordering model in a network emulation environment requiresthe inverse fun
tions of the equations of the analyti
 reordering model. This leads toan optimization problem solved in Chapter 5. The solution of the optimization problemleads to parameters of an extended network emulation tool. This 
hapter shows theprin
iple ar
hite
ture and 
on
epts of the widely deployed Linux tra�
 
ontrol suite,whi
h enables network emulation on IP layer. This thesis developed a new module, whi
hrealizes the exa
t prede�ned reordering pattern. Chapter 5 highlights the 
hara
teristi
sof the reordering module and shows its prin
iple operation. Thereby, the reordering model
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tionprovides both, analysis of proto
ols showing 
losed-loop behaviour (TCP) or open loop(UDP) 
hara
teristi
s. Besides the network emulation, the reordering model also providesthe parameters for further proto
ol simulations.Chapter 6 evaluates the proposed methodology to study proto
ol performan
e fa
ingpa
ket reordering. Starting from the reordering pattern from simulated OBS networks, thesolution of the optimization problem provides the parameters for the network emulationand simulation setup. This 
hapter evaluates experien
ed reordering patterns from opti
alburst network simulations with respe
t to the results obtained by the new approa
h. Itapplies statisti
al methods for a 
omprehensive evaluation and measurement te
hniques toevaluate the 
omplexity of the solver for the optimization problem. Chapter 6 shows thatthe proposed methodology in
luding the analyti
 reordering model provides a reasonablemethodology for investigations on pa
ket reordering in network emulation environments.The 
on
luding Chapter 7 provides a summary of this thesis. It reviews shortly, the 
on-tribution of this thesis regarding the methodology, the analyti
 reordering model as wellas network emulation framework. Further studies may 
on
entrate on the improvementof the solver as well as the reordering module of the testbed environment.



2 Sele
ted Featuresof Next Generation Networks
Due to the dominan
e of the IP te
hnology, future networks remain and will be pa
ket-based in the networking layer. A 
ommon term for these networks is Next GenerationNetworks. This se
tion introdu
es Next Generation Networks and in
ludes the termi-nology and de�nition as well as the ba
kground of this term proposed by the ITU-T. Itfurther imposes pa
ket- and 
ir
uit-swit
hed networks and highlights their major di�er-en
es. The se
tion 
overs the ideas of the global information infrastru
ture proje
t andthe relation to the de�nition and ar
hite
ture of Next Generation Networks. The lastse
tion to this introdu
tion highlights trends and 
hallenges of 
urrent networks towardsNext Generation Networks.One 
hallenge of Next Generation Networks is the steadily in
reasing data volume. Addi-tionally, the data rate in
reases and as the pa
ket sizes remain 
onstant the pa
ket pro
ess-ing rate in
reases. For this 
hallenge, literature dis
usses two major 
on
epts to sustainhigh network quality of servi
e. Thereby, network quality of servi
e in
ludes low jitter,losses and no 
ongestion. The two 
on
epts are multi-path routing and pa
ket assembly.Multi-path routing spreads the tra�
 along several parallel paths to the destination and
onsequently redu
es the probability of 
ongestion. Pa
ket assembly redu
es the pa
ketrate and network load in these networks by assembling pa
kets to larger 
ontainers. Theremaining se
tions motivate and introdu
e both 
on
epts in detail. Additionally to these
on
epts, ea
h se
tion gives examples of network te
hnologies applying one or the other
on
ept. This se
tion also presents the 
on
epts as well as the network ar
hite
ture ofopti
al burst swit
hing as a representative for Next Generation Networks implementingmulti-path routing and pa
ket assembly.
2.1 Introdu
tion to Next Generation NetworksThis se
tion introdu
es the Global Information Infrastru
ture proje
t of the ITU-T andits relation to Next Generation Networks (NGN). This se
tion also imposes the referen
emodel for NGN and provides an overview on the 
apabilities of NGN. A short referen
eto multi-layer networks, whi
h are an inherent property of NGN, as well as trends withinthese networks end this se
tion. 13
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ted Features of Next Generation Networks2.1.1 The Global Information Infrastru
ture Proje
tThe Global Information Infrastru
ture proje
t (GII) of the ITU-T is an evolutionary
on
ept towards a global information infrastru
ture [Y.100,Y.110℄. This information in-frastru
ture enables people to use, share and manage se
urely a set of information servi
es,whi
h supports a boundless number of servi
es and embra
es all modes of information(voi
e, video and data). The infrastru
ture will in
lude intera
tive, broad
ast and othermultimedia delivery me
hanisms. Thereby, the GII is neither a single ar
hite
ture nora referen
e network but bases upon a seamless federation of inter
onne
ted, interopera-ble 
ommuni
ation networks and information pro
essing equipment. The 
ommuni
ationnetworks themselves may have own referen
e networks, of whi
h the ITU-T de�nes theinterfa
es for inter
onne
tion.From an industrial view point, the GII is the 
entre of 
onvergen
e of di�erent networks,namely the 
omputer/information (e. g. Internet), the 
onsumer/entertainment (e. g. 
ableTV) and the tele
ommuni
ation networks (e. g. telephone). A user sees the GII as a
ommon platform, whi
h o�ers servi
es previously o�ered by separate dedi
ated networks.The GII provides triple-play 
apabilities.2.1.2 Next Generation NetworksThis se
tion gives a short and 
ondensed de�nition of Next Generation Networks de�nedby the ITU-T in [Y.2001, Y.2011℄ and their relation to the GII. As the NGN proposespa
ket-based networks in the networking layer, the �rst se
tion introdu
es the basi
 dif-feren
es of pa
ket-swit
hed and 
ir
uit-swit
hed networks.2.1.2.1 Multiplexing ParadigmsThis se
tion brie�y dis
usses the di�erent multiplexing s
hemes in pa
ket- and 
ir
uit-swit
hed networks. In general, there are two types of multiplexing s
hemes, i. e., 
hannelmultiplexing and blo
k multiplexing.Channel multiplexing asso
iates ea
h 
onne
tion with a 
orresponding transmission 
han-nel. The transmission 
hannel shows �xed bandwidth or bitrate. Sharing of this trans-mission 
hannel follows the 
hannel multiplexing prin
iple with the following �avours:spa
e division, frequen
y division, time division, wavelength division and 
ode divisionmultiplex. These multiplexing s
hemes are highly bene�
ial for 
onne
tions, whi
h showa 
onstant bitrate.As the largest amount of data in the networks belongs to variable bitrate 
onne
tions,the appli
ation of blo
k multiplexing is more bene�
ial. In blo
k multiplexing, the signal
onsists of blo
ks of 
onstant or variable size, e. g., pa
kets, 
ells, frames. Ea
h blo
k holdsthe destination address or a 
ommon 
hannel identi�er in the header, e. g., shim headerin MPLS or Virtual Channel Identi�er (VCI) in ATM. These blo
ks may be organized
onne
tionless or 
onne
tion-oriented. They share a 
ommon 
hannel, e. g., interfa
e, inthe order of arrival. A

ess is granted to the 
ommon 
hannel statisti
ally. Literature



2.1 Introdu
tion to Next Generation Networks 15refers to the 
onjun
tion of tra�
 model, bu�er o

upan
y, interfa
e 
apa
ity and numberof sour
es as e�e
tive bandwidth with the following sele
ted publi
ations [32�36℄. Thetheory of e�e
tive bandwidth enables for a given tra�
 model to determine the thirdparameter if two are known.Summarizing, if the information o

urs in blo
ks with variable bitrate, statisti
al multi-plexing of blo
ks leads to e�
ient resour
e utilization, i. e., lo
al and metropolitan areanetworks. If information o

urs with 
onstant bitrate, 
hannel multiplexing is more ben-e�
ial, e. g., 
ore networks with aggregated data.2.1.2.2 De�nition of Next Generation NetworksWhile the GII de�nes in a non-te
hni
al way the 
ommuni
ation platform of the future,it leaves out implementation aspe
ts. The Next Generation Networks are a �rst steptowards the realization of the GII proje
t. In a 
on
ise way, inter-operable NGN are thete
hni
al realizations of the GII [Y.2001,Y.2011℄.The major task of the NGN a
tivity is to ensure interoperable network elements to sup-port appli
ations globally a
ross the NGN. A

ording to the ITU-T, Next GenerationNetworks are pa
ket-based and provide tele
ommuni
ation servi
es, whi
h are indepen-dent of the underlying transport network te
hnology. The user may 
hoose the servi
efrom 
ompeting providers. Further, NGN may support a generalized mobility, whi
henables users to a

ess the NGN on 
hanging lo
ations or te
hni
al environment withor without servi
e 
ontinuity. Fundamental 
hara
teristi
s of NGN in
lude 
onverged�xed and mobile networks, support of multiple a

ess te
hnologies, and interworking withlega
y network te
hnologies using open interfa
es. The total list of NGN 
hara
teristi
sprovides [Y.2001℄.2.1.2.3 Capabilities of Next Generation NetworksNGN shall provide the 
apabilities to enable 
reation, deployment and management of allkind of servi
es. These in
lude any kind of media (audio, visual, audiovisual) sharing allkinds of en
oding s
hemes and data servi
es to realize any kind of servi
e. This in
ludes
onversational, uni
ast, multi
ast and broad
ast servi
es requiring a di�erent quality ofservi
e, e. g., delay restri
tive, delay tolerant, real-time, non-real time, best e�ort. BesidesQoS, these servi
es may use di�erent kinds of bandwidth requirements beginning fromkbit/s up to bandwidth hungry appli
ations of Mbit/s and Gbit/s. Another aspe
t relatedto servi
es is servi
e 
ustomization, i. e., enabling users to 
ustomize servi
es by appli
a-tion programmable interfa
es (API) to support management, provisioning and support ofservi
es.An inherent property of NGN is the de
oupling of servi
e and transport network infras-tru
tures. With this separation, both infrastru
tures 
an evolve separately and indepen-dently. Therefore, NGN 
learly distinguish between fun
tions for servi
es and fun
tionsfor the transport network. NGN allows the provisioning of existing and new servi
esindependently of the network infrastru
ture.
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Figure 2.1: OSI BRM Figure 2.2: NGN BRMThe tasks of the fun
tion entities within NGN are to 
ontrol poli
ies, sessions, media,resour
es and servi
e delivery. These fun
tions may be distributed in the network usingopen interfa
es for 
ommuni
ation. For inter-operation between di�erent network opera-tors or existing networks like ISDN (Integrated Servi
es Digital Network), GSM (GlobalSystem for Mobile 
ommuni
ation) and PSTN (Publi
 Swit
hed Telephone Network),NGN require interworking fun
tionality, i. e., gateways. For NGN, this in
ludes the sup-port of di�erent terminal equipment like telephone, fax, mobile, et
. This aspe
t alsoin
ludes the migration from the voi
e networks to NGN maintaining QoS, se
urity andinteroperability. For the wired a

ess te
hnologies, [Y.1001℄ provides migration strategiestowards an IP based NGN platform.In the last years, the Internet proto
ol be
ame popular in lo
al as well as wide areanetworks. IP o�ers a thin interfa
e between the transport layer te
hnology and the upperlayer proto
ols, i. e., transport and appli
ation layer proto
ols. Be
ause of this reason,the ITU-T re
ommends IP as the adaptation proto
ol to lega
y appli
ation and servi
es.Consequently, the Internet proto
ol will further dominate the networks at least as anadaptation layer.
2.1.3 Ar
hite
ture of NGNThe ITU-T de�nes and standardizes the ar
hite
ture of a NGN in [Y.2011℄. This in
ludesa generi
 referen
e model of two strata, the servi
e and the transport stratum. Verti
alplanes for data, 
ontrol and management subdivide ea
h of these strata. The spe
ial
ase of multiple layers in the transport stratum requires spe
ial fo
us and me
hanisms forinter-operation. This se
tion introdu
es the NGN ar
hite
tural model at �rst and se
onddis
usses brie�y multi-layer issues, an inherent property of future transport networks.



2.1 Introdu
tion to Next Generation Networks 172.1.3.1 Basi
 Referen
e ModelOriginally, the ITU-T X.200 proposed the original seven layer OSI Basi
 Referen
e Model(OSI BRM, 
f. Figure 2.1, [X.200℄). It be
ame a synonym for layered ar
hite
tures andshows generi
 design prin
iples for open systems. A set of developed OSI proto
ols mat
hthis layering, but did not su

eed in wide appli
ability. With the rise of pa
ket-based net-work te
hnologies and the future requirements to these networks, the OSI BRM be
amein�exible for a referen
e model to the NGN [Y.2011℄. The major arguments are: the num-ber of layers is not seven, the fun
tionality per layer does not mat
h, and the proto
ols arenot OSI 
ompatible. This means that the OSI BRM applies for all layered ar
hite
tures,but the fun
tionality per layer may mismat
h or is distributed among di�erent layers. Toprovide more �exibility, the ITU-T proposed a new referen
e model for NGN. The modeldistinguishes inherently between the fun
tionality for servi
es and transport of data, i. e.,the servi
e stratum and the transport stratum (
f. Figure 2.2).The transport stratum represents a set of fun
tions to transport any digital informationfrom one geographi
 point to another. With respe
t to the OSI BRM, this 
orrespondsto the fun
tionality of layers 1 to 3. This in
ludes 
onne
tivity in terms of user/user,user/servi
e and servi
e platform/servi
e platform. Network te
hnologies within thetransport stratum may apply 
onne
tion-oriented 
ir
uit-swit
hed (CO-CS), 
onne
tion-oriented pa
ket-swit
hed (CO-PS) or 
onne
tionless pa
ket-swit
hed (CL-PS) te
hnolo-gies. In NGN, di�erent network te
hnologies may 
oexist forming multi-layer networks.Se
tion 2.1.3.2 dis
usses this aspe
t in more detail. ITU-T Y.2011 [Y.2011℄ proposes IPas the preferred proto
ol to support lega
y, present and future servi
es. The appli
ationfun
tions of the servi
e stratum in
lude any user servi
es su
h as voi
e (e. g., telephone,fax), video (e. g., TV, movie, video 
lips) or data servi
es (e. g., web, �le, email) or any
ombination of these.The stru
ture within ea
h stratum shows a user, 
ontrol and management plane orthog-onal to the horizontal layering (
f. Figure 2.2). The user plane represents the user inthe servi
e stratum and the data transport in the transport stratum. Fun
tions of the
ontrol plane in the servi
e stratum in
lude, among others, user authenti
ation, iden-ti�
ation, servi
e admission 
ontrol, and appli
ation server fun
tions. Fun
tions in thetransport stratum may be network admission 
ontrol, network resour
e/poli
y 
ontroland dynami
 
onne
tivity provisioning. Fun
tions of the management plane, a

ording toITU-T M.3050.x and M.3400, 
lassify the tasks in fault, 
on�guration, a

ounting, per-forman
e and se
urity management [M.3050.0,M.3400℄. This fun
tionality usually appliesfor the transport stratum. A

ording to the ITU-T, the relation to the servi
e stratum isfor further study.2.1.3.2 Multi-layer NetworksOne inherent property of the transport stratum is the �exibility to inter
onne
t heteroge-neous transport network te
hnologies, i. e., several network te
hnologies may 
oexist at thesame time. Examples of inter
onne
ting networks are OSI and G.805/G.809 [G.805,G.809℄based networks as well as a

ess and 
ore networks. Besides this, network te
hnologies



18 Chapter 2. Sele
ted Features of Next Generation Networks

Figure 2.3: Multi-layer multi-domain s
enariomay show multi-layer 
hara
teristi
s, e. g., IP/WDM, IP/Eth/WDM, IP/SDH/WDM orIP/Eth/SDH/WDM. This 
oexisten
e of di�erent network te
hnologies requires 
oordi-nation. Within this se
tion, the fo
us shifts to the 
ontrol of these networks rather thanthe te
hni
al or e
onomi
al advantages or disadvantages of these solutions.In general, 
ooperating networks require one 
ontrolling entity per network. A distributed
ontrol plane may serve the purpose of the 
ontrolling entity. Both 
ontrol planes 
oop-erate by ex
hanging information, whi
h may in
lude rea
hability, resour
e and topologyinformation. Figure 2.3 depi
ts the 
oordination a
tivities of a typi
al multi-layer network.In the upper part, the data plane 
onsists of a 
lient layer (e. g., IP or Ethernet). Thelower part shows the server layer, e. g., Syn
hronous Digital Hierar
hy (SDH, [G.803℄) orWavelength Division Multiplex (WDM, [G.694.2℄). It depi
ts the 
ontrol planes and theintera
tion of both networks. Ea
h network node holds a 
ontrol plane module, whi
h isinter-
onne
ted to other 
ontrol plane nodes forming a data 
ontrol network (DCN). The�gure also highlights the inter-layer and intra-layer intera
tion. The former in
ludes thede�nition of external interfa
es, whi
h requires the extension of existing proto
ols. Thelatter in
ludes internal interfa
es to enable the existen
e of multiple networks at anotherlayer.2.1.4 Trends in Next Generation NetworksThis se
tion highlights some of the 
hallenges of future networks. It restri
ts itself tothree obje
tives derived from ongoing dis
ussions within the IETF, ITU-T and Europeanproje
ts. This list is neither 
omplete nor exhaustive but represents major dis
ussions inthe resear
h 
ommunity motivating the studies presented in this thesis.The �rst obje
tive of network operators is to de
rease the number of IP routers in thenetworks for s
alability and 
ost reasons. The German proje
t 100 GET as well as theEuropean proje
t Strongest exploit this idea. The se
ond obje
tive enhan
es networkfeedba
k for the end-systems to exploit network resour
es in a more e�
ient way. Besidesthis, the IETF proposes several standards to realize more intelligent networks [RFC 4782,



2.1 Introdu
tion to Next Generation Networks 19RFC 3168,37℄. As a last obje
tive, the 
ontrol of these networks be
omes more important.Reasons for this obje
tive are mainly the 
ost redu
tion by automated network 
ontroland simple management. The German proje
t Viola, as well as the European proje
tsTerena, Nobel and Strongest fo
uses on these 
ontrol aspe
ts. Dragon is one example fora US proje
t 
on
entrating on the same issues. The next se
tions dis
uss ea
h of theseobje
tives in detail and provide the ba
kground for the s
enario of this thesis.2.1.4.1 De
rease of IP Routing Fun
tionalityCurrent networks rely on IP te
hnology in the networking layer be
ause of the dominan
eof the Internet and the IP based LAN te
hnology. As the end-systems and a

ess networksapply IP te
hnology, 
ore networks migrated towards an IP enabled routing and swit
h-ing. Rising line rates and meshed topologies require powerful IP routers with multiplegigabit line rates and several tens of line 
ards. The realization of these devi
es be
ameextraordinary di�
ult. This signi�
antly raised the 
apital and operational expenditures(i. e., power 
onsumption). The operators try to es
ape from this 
ost-in
reasing spiralby redu
ing the number of IP routers in their networks. One option is to move routingfun
tionality to the network edge, where the pa
ket rates are lower and the devi
es are
heaper. Additionally, even in the metro network, 
urrent trends try to repla
e IP te
h-nology and its fun
tionality by appropriate solutions on layer 2. Examples of an extensiveresear
h on layer 2 te
hnologies are Opti
al Pa
ket/Burst Swit
hing (OBS, [38℄), Multi-Proto
ol Label Swit
hing (MPLS, MPLS-TE, MPLS-TP, [RFC 3031℄) and the Ethernetbased Provider Ba
kbone Bridge (PBB, PBB-TE, [802.1ah,802.1ay℄) proposal.2.1.4.1.1 Opti
al Pa
ket/Burst Swit
hingIn parallel to ele
troni
 pa
ket-swit
hing, opti
al pa
ket-swit
hing (OPS, [39℄) realizesthe same idea on the opti
al layer (
f. Se
tion 2.1.2.1). Opti
al pa
kets may enablehighly �exible network ar
hite
tures with very low power 
onsumption and very highdata rates. As the realization of OPS is 
urrently not feasible, opti
al burst swit
hing(OBS, [38℄) de
ouples header pro
essing from payload swit
hing. It pro
esses pa
ketheaders ele
troni
ally, while swit
hing payload opti
ally. Se
tion 2.4.2 dedi
ates itself tothis topi
 and gives detailed insights.2.1.4.1.2 Multi-Proto
ol Label Swit
hingMulti-proto
ol label swit
hing (MPLS, [RFC 3031℄) te
hnology resides on layer 2.5 be-tween IP and the underlying link layer proto
ol. It adds shim headers to the pa
ket,whi
h represent the basis for swit
hing de
isions in MPLS routers. The header in
ludes alabel, whi
h serves as an identi�er for pa
kets belonging to the same path. MPLS 
apablenetwork nodes are able to add, remove, swit
h or stit
h labels providing a hierar
hy oflabel swit
hed paths.
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ted Features of Next Generation NetworksMPLS implements a label-swit
hing algorithm and does not require a longest mat
hingpre�x algorithm as IP. Thus, the implementation of the swit
hing algorithm is 
heaper.Besides this, its 
onne
tion-oriented property enables tra�
-engineering 
apabilities.Tra�
 engineering extensions add a -TE to the abbreviation and denote the 
apabil-ity to in
lude tra�
-engineering obje
tives in routing and signalling proto
ols (MPLS-TE, [RFC 3564℄). As the IETF proposes MPLS for the Internet 
ommunity, the ITU-Tadapted MPLS to the requirements of network operators. In a joint study group, IETFand ITU-T fo
us on these -TP (transport pro�le) extensions (ITU-T study group 15). Themajor 
hanges in
lude an adaptation to the already deployed SDH and OTN platformsand provide an interfa
e to already deployed MPLS networks and devi
es.2.1.4.1.3 Provider Ba
kbone BridgeIn addition to the a
tivities on the IP/MPLS layer, the IEEE fo
uses on an e�
ientEthernet based solution for metro and 
ore networks. They foster the provider ba
kbonebridge (PBB, [802.1ah℄) initiative, whi
h enables Ethernet for appli
ation beyond lo
alarea networks. The limitations of Ethernet in the 
ore network are mainly s
alabilityissues of the �at address spa
e, the in�exible routing fun
tionality of the spanning treeproto
ol [802.1D℄ and the la
k of appropriate management interfa
es. Besides this, inEthernet, ea
h end-system owns an address, on whi
h the provider has no in�uen
e.The distin
tion of 
ustomer addresses and provider addresses is an inherent problem ofEthernet.One solution to this is the separation of 
ustomer from provider address spa
es. In PBB,the Ethernet frame format shows additional address �elds within the operator network(i. e., MAC in MAC en
apsulation). The PBB edge devi
es are responsible to en
apsulatethe 
ustomer pa
kets for the provider network. Besides this, they are also responsible toprovide the information, where whi
h devi
e is lo
ated to avoid unne
essary broad
astinformation in the provider network. PBB with tra�
 engineering extensions -TE solvethis problem. PBB-TE adds pa
ket-swit
hing 
ir
uit-oriented 
apabilities to the originalPBB.The IEEE addresses in [802.1ag℄ the issue of network management of these Ethernet-based networks. It de�nes spe
ial 
ontrol messages to 
he
k link 
onne
tivity as wellas the identi�
ation of bridges along the path. The survey of Sommer, Gunreben et al.provides in [40℄ a deep understanding of the evolution and variations of Ethernet in a

ess,metro and 
ore networks.2.1.4.2 Enhan
ed Network Feedba
kIP based networks, espe
ially the Internet, are grown systems, whi
h migrated from theDARPA net of 1972. This network showed small 
apa
ity links and a rather small numberof users with low-performan
e end-systems. For this environment, resear
hers designedthe proto
ols. As in general, the network belongs to a single authority, i. e., networkprovider, the hardware in the 
ore 
hanged with time. Besides this, network providers
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tion to Next Generation Networks 21enhan
ed their networks with additional me
hanisms. In 
ontrast to this, the proto
olsrun in end-systems under the authority of ea
h individual user. Consequently, it is di�
ultto disruptively 
hange these proto
ols and adapt, e. g., to new network features. Thisespe
ially relates to the TCP proto
ol, whi
h shows di�erent �avours inhomogeneouslydistributed in the network.Given this s
enario, the 
ommuni
ation pro
ess between end-system proto
ols and net-work property relies on a very basi
 signalling me
hanism. In the past and in today'snetworks, the me
hanism is still the same, i. e., dropping pa
kets to indi
ate 
ongestion.This network operation shows two prin
iple problems. First, the network is only ableto resolve 
ongestion instead of avoiding it in advan
e. Se
ond, the proto
ols in theend-systems have no information on the available 
apa
ity in the network and adapt tothe optimal utilization in a long-lasting pro
edure, whi
h always ends in 
ongestion, 
f.Se
tion 1.1.3.2.Current dis
ussions in the 
ommunity 
onsider a signalling me
hanism to avoid the �rstproblem, i. e., early 
ongestion noti�
ation (ECN, [RFC 3168℄ and Re-ECN, [37℄). Onepotential solution of the se
ond problem is Qui
k-Start TCP, enhan
es the network toindi
ate available bandwidth to the end-system [RFC 4782℄. As both 
on
epts involvethe proto
ols in the end-systems, the 
hallenging question remains how to migrate 
urrentnetworks and proto
ols.2.1.4.3 Integrated Control PlaneThe heterogeneity of the network infrastru
ture requires a 
ommon 
ontrol framework foreasy interoperation and 
ooperation among di�erent networks and network te
hnologies.While the stri
t layer separation of the past favoured also a stri
t separation of the
ontrol layer, ongoing dis
ussions in the resear
h 
ommunity show promising signals for anintegrated 
ontrol plane based on the Generi
 Multi-Proto
ol Label Swit
hing (GMPLS,[RFC 3945℄) framework. This framework extents the MPLS framework towards opti
al,TDM and L2 te
hnologies and provides 
apabilities for e�
ient interworking of signallingand routing tasks.The routing task provides information on the network topology and represents the ba-sis for any path 
al
ulation. The signalling task reserves resour
es in a network andsignals to the intermediate nodes along the path. Additionally to this basi
 fun
tion-ality, the GMPLS framework leaves room for spe
ialised tasks, e. g., path 
omputa-tion [RFC 4655,RFC 5657℄ and link management [RFC 4202℄. The GMPLS frameworkdoes not imply sele
ted proto
ols to realize this fun
tionality, nor does it ex
lude anynetwork te
hnology. It provides the fun
tional spe
i�
ations and lo
ation of interfa
es fora smooth operation. Summarizing, GMPLS represents an integrated 
ontrol plane, whi
hsuits the requirements for NGN for heterogeneous transport networks.One representative for a 
ontrol plane for the servi
e stratum is the IP Multimedia Sub-system (IMS, [41℄). The IMS is a framework originally from 3GPP (thrid GenerationPartnership Program) to enable multimedia servi
es, i. e., voi
e and video, over IP te
h-nology, i. e., the Internet. For easy adaptability to IP, IMS reused IP proto
ols from
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Figure 2.4: Pa
ket assembly and mapping of pa
kets in TDM slotsthe IETF, i. e., SIP (Session Initiation Proto
ol, [RFC 3261,42℄) for signalling or Diame-ter [RFC 3588℄ for authenti
ation, authorization and a

ounting (AAA). Besides the pro-to
ols, IMS introdu
es various new network elements, i. e., media and appli
ation serversas well as various gateways to a

ess the signaling as well as the data stream. Betweenthis network elements and at the border to other network 
ontrol plane frameworks, IMSde�nes interfa
es. As IMS relies in the servi
e stratum, the inter
onne
tion to a potentialunderlying GMPLS infrastru
ture is limited.2.2 Pa
ket AssemblyNext Generation Networks fa
e a steadily in
reasing pa
ket-pro
essing rate due to thein
reasing data volumes in these networks. One solution to redu
e the pa
ket rate ispa
ket assembly. This se
tion introdu
es the bene�ts of this 
on
ept in present andfuture networks. This se
tion �rstly introdu
es the generi
 pa
ket assembly pro
ess inpa
ket-swit
hed networks. Se
ondly, it motivates the appli
ation of pa
ket assembly inpa
ket-based networks and provides a 
lassi�
ation of assembly s
hemes in a separatese
tion. In a last se
tion, it 
lassi�es and introdu
es network te
hnologies implementingpa
ket assembly s
hemes.2.2.1 De�nitionPa
ket assembly or pa
ket aggregation refers to a pro
ess in
luding in prin
iple threesteps. The �rst step 
lassi�es pa
kets and sele
ts forward equivalent 
lasses (FEC) forassembly. Pa
kets of the same FEC belong together on a higher order, e. g., they show thesame destination or network address or may belong to the same pa
ket �ow. The se
ondstep gathers pa
kets of one FEC together in the assembly bu�er. The third step forms a
ontainer, whi
h in
ludes the assembled pa
kets. Literature refers to these 
ontainers as
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ket Assembly 23bursts [38℄ or frames [43℄ depending on the underlying te
hnology. Thereby, the 
ontaineragain is a pa
ket and the original pa
ket-swit
hing paradigm of the network remains afterthe assembly pro
ess. Note that any information on the inter-arrival time vanishes in thebu�ering pro
ess.The pa
ket assembly pro
ess is di�erent from the similar mapping pro
ess of TDM (TimeDivision Multiplex) systems like Syn
hronous Digital Hierar
hy (SDH, [G.803℄) or Opti
alTransport Networks (OTN, [G.872℄). These te
hnologies show 
ir
uit-swit
hed 
hara
ter-isti
s, mapping individual pa
kets into dedi
ated slots of de�ned duration. This mappingmaintains the original tra�
 
hara
teristi
 and inserts spe
ial frames indi
ating the inter-arrival gap of the in
oming tra�
. The destination node dis
ards these spe
ial frames inthe playout bu�er and re
reates the original tra�
 pattern.Figure 2.4 illustrates the di�eren
e between pa
ket assembly and the pa
ket mapping. Inthe left part of the �gure, three pa
kets of the same FEC arrive. The arrival pro
ess showsdi�erent inter-arrival times. In the upper part in the middle, the assembly pro
ess formsa 
ontainer and adds a 
ontainer header. This header in
ludes information on the payloadstru
ture of the aggregate pa
ket. Releasing the pa
kets from the 
ontainer at the rightside vanishes the original inter-arrival time of these pa
kets. The pa
kets nearly followba
k-to-ba
k. The lower part in the middle of the �gure depi
ts the mapping pro
ess whereidle frames �ll the inter-arrival time. These idle frames are te
hnology dependent, in 
aseof OTN these may be idle frames of GFP (Generi
 Framing Pro
edure, [G.7041/Y.1303,44℄). At playout, the destination node dis
ards the idle frames and restores the originalpa
ket sequen
e in
luding the inter-arrival time.In 
ontrast to the pa
ket assembly pro
ess, the mapping pro
ess is fully transparent forthe pa
ket network. This may be desirable be
ause of poli
ies between di�erent networkoperator and the assembled arrival at the destination.2.2.2 Motivation and Appli
ationSe
tion 2.1.2.1 dis
usses the prin
iples of pa
ket assembly, whi
h provide an option toalleviate high pa
ket pro
essing rates, while sharing resour
es e�
iently. The prin
ipleidea is to have large pa
kets for a redu
ed pa
ket rate, in addition to the exploitation ofthe statisti
al multiplexing gain of pa
ket networks.In
reasing line rates in pa
ket-swit
hed networks require high performan
e nodes to pro-
ess ea
h individual pa
ket. In a 10 Gbit/s system, the network nodes need to pro
ess aminimum sized pa
ket (84 B on the wire in
luding inter-framing gap) within 67.2 ns. Cur-rently, next generation transmission 
apa
ities of 100 Gbit/s are in the standardizationpro
ess [802.3ba℄. Within these networks, network nodes need to pro
ess a pa
ket every6.7 ns. Modern Field Programmable Gate Arrays (FPGA) operate on a 
lo
k frequen
y inthe order of 100-200 MHz whi
h translates to 10-5 ns. Consequently, 100 Gbit/s 
apablenetwork nodes need to �nish pro
essing a pa
ket within every 
lo
k 
y
le of the FPGA.Modern network node ar
hite
tures apply deterministi
 pipeline ar
hite
tures with e�-
ient pipeline stages to ful�l these timing requirements. One example of these high-speednetwork node ar
hite
tures is the Frame Aggregation Unit operating at 10 Gbit/s [43,45℄.



24 Chapter 2. Sele
ted Features of Next Generation NetworksThe hard timing 
onstraints are relevant in 
ase of minimum sized pa
kets. Larger pa
ketsrelax these timing 
onstraints signi�
antly. The required pro
essing e�ort redu
es re
ipro-
ally with the pa
ket size. Considering a pa
ket size of 1500 B (Ethernet MTU, [802.3℄) orthe non-standard implementation of Ethernet jumbo frames of about 9000 B in
reases theminimum pa
ket inter-arrival time to 18.8 ns and 100 ns respe
tively. This relaxes the bur-den on the node hardware implementation and redu
es the required swit
hing/pro
essinge�ort in the networks [43℄. Pa
ket assembly de
reases the pa
ket rate and maintains thepossible statisti
al multiplexing per interfa
e.Besides these advantages, pa
ket assembly shows the disadvantage of 
reating bursty traf-�
 at the disassembly unit. If the destination node releases a 
ontainer, it usually forwardsthe pa
kets ba
k to ba
k or with minimum possible delay. If several paths share a 
ommonoutgoing link, this may lead to bursty tra�
 at the re
eiver node, produ
ing unintendedoverload situations. Lautens
hläger argues in [43℄ that this s
enario is possible but notvery likely. Additionally, several 
ountermeasures may relax this potential bottlene
k.For example, the assembly pro
ess may re
ord the inter-arrival time, while the re
eiverimplements a playout bu�er, observing these times.The arguments of above de�ne the lo
ation of pa
ket assembly. Networks usually imple-ment pa
ket assembly at the network edge. The edge shows in general a de
line in thepa
ket rate, the pa
ket rate in the network is higher than outside the network. Within thenetwork, tra�
 load is high and pa
kets arrive ba
k-to-ba
k. This is in general bene�
ialfor 
ir
uits as the gain for pa
ket assembly is low. In the a

ess network, tra�
 load islow and the pa
ket rate is low, too. Any further de
rease in the pa
ket rate is not e�-
ient. At the border of a network, pa
ket assembly aggregates several �ows of low ratestogether. Be
ause of the reasons above, pa
ket assembly is an option for metropolitanarea networks.2.2.3 Classi�
ation of Assembly S
hemesA 
lassi�
ation of the most 
ommon assembly s
hemes proposes three di�erent 
lasses:time based, threshold based or probability based. Besides these three 
lasses, there exists avariety of other assembly me
hanisms adapted to spe
ial network te
hnology requirements.This thesis skips details on them and restri
ts itself to one sele
ted example. For thethree major 
lasses, Vega et al. give in [46℄ an overview on the algorithm and me
hanismsproposed in literature. The assembly s
hemes have in 
ommon a bu�er to 
olle
t pa
ketsand a 
ontrol unit to de
ide whether a burst is ready for sending.Time based assembly s
hemes start a timer on the �rst pa
ket rea
hing an empty bu�er.Until the timeout, the assembly unit aggregates all pa
kets arriving in the meantime.At timeout, it assembles the pa
kets in the bu�er to one burst and forwards it to thetransmission se
tion. The bu�er remains empty until the arrival of the next pa
ket. Thisassembly s
heme only fo
uses on the time aspe
t of any assembly. Consequently, it limitsthe maximum delay a pa
ket re
eives in the assembly pro
ess.Assembly s
hemes may also 
onsider the size of pa
kets and bursts. For this s
heme, theassembly unit implements a size threshold, de�ning the maximum size of a burst. Again



2.2 Pa
ket Assembly 25starting from an empty bu�er, the assembly pro
ess gathers the arriving pa
kets untiltheir total amount ex
eeds the size threshold. Then, the assembly unit forwards the burstto the transmission se
tion. This me
hanism is bene�
ial, if the assembled pa
ket fa
essize limitations.A variation of the threshold based assembly is the implementation of a pa
ket 
ounter.This s
heme keeps a 
ounter re�e
ting the number of ne
essary pa
kets until sending theburst. The �rst pa
ket arrival at an empty bu�er initializes the pa
ket 
ounter. Ea
hadditional pa
ket redu
es the 
ounter by one until rea
hing zero, whi
h determines thetime to send.As a third option, the assembly pro
ess may implement a random experiment to determinethe time to sent a burst. One example of this s
heme is the random sele
tion assemblys
heme. At ea
h pa
ket arrival, it de
ides with a 
ertain probability, whether the burst isready for sending or not. The sele
tion of the probability de�nes the size distribution of theburst. If the assembled tra�
 shows Poisson 
hara
teristi
s, the burst tra�
 
hara
teristi
shows Poisson 
hara
teristi
s, too.A spe
ial 
ase of probability based pa
ket assembly is the aggregated FIFO dis
ipline byTounsi et al. in [47℄. They assume several distin
t 
lasses in the assembly bu�er andpro
ess the pa
kets in the bu�er in FIFO dis
ipline. The �rst pa
ket in servi
e de�nesthe 
lass all pa
kets in the burst will have. Then the assembly unit pi
ks all pa
kets ofthis 
lass out of the bu�er and assembles them to one burst. This assembly me
hanismrequires spe
ial bu�er hardware for random a

ess and a database to maintain the pa
ket
lass and position.Besides these pure implementations, any 
ombination of these basi
 s
hemes exists. Forinstan
e, the 
ombination of threshold/
ounter and time based assembly avoids starvationof pa
kets in the bu�er in temporary low load situations. The time de�nes a maximumwaiting time, while the size threshold de�nes a maximum burst size.2.2.4 Pa
ket Assembly ImplementationsThe idea of pa
ket assembly at the network edge to redu
e the swit
hing e�ort is visiblein several network te
hnologies. Table 2.1 
lassi�es the individual proposals a

ordingto network layer and network te
hnology. The �rst 
olumn gives the referen
e in theliterature, while the se
ond lists the assembly strategy. The last 
olumn des
ribes thenetwork s
enario. The remainder of this se
tion introdu
es ea
h te
hnology and pointsout the applied assembly s
heme.On the appli
ation layer, Pentikousis et al. apply in [48℄ pa
ket assembly for VoIP pa
k-ets in a �xed IEEE 802.16 WiMax s
enario. They implement pa
ket assembly on theappli
ation as well as on the MAC layer. On appli
ation layer, several voi
e samplesshare one RTP pa
ket (Real-Time Transport Proto
ol, [RFC 3550℄), while on MAC layerseveral IP pa
kets share one larger 
ontainer. They found, that both assembly me
ha-nisms signi�
antly redu
e the transmission overhead with respe
t to the original ITU-T



26 Chapter 2. Sele
ted Features of Next Generation NetworksReferen
e Assembly strategy S
enarioAppli
ation layerPentikousis et al., [48℄ Timer/size based 802.16 WiMaxNetwork layerTounsi et al., [47℄ Aggregated FIFO IP/MPLS networksKanda et al., [49℄ Size based IP networksWang et al., [50℄ Size based Ultra wideband networksZhang et al., [51℄ Size based Cellular networksMAC layerPentikousis et al., [48℄ Timer/size based 802.16 WiMaxTao et al., [802.16, 52℄ Size based 802.16 WiMaxCastro et al., [53℄ Timer/size based 802.11 WLANLeligou, Mutter, Lauten-s
hläger et al., [43, 45, 54℄ Timer/size based Ethernet networksTable 2.1: Classi�
ation of network te
hnologies using pa
ket assemblystandard [G.723.1℄, whi
h transports one voi
e sample per frame only. Their proposalfurther allows more data �ows at the same time without performan
e degradation.Several other authors addressed the small voi
e over IP (VoIP) pa
kets as the major driverfor any pa
ket assembly. In 2001, Tounsi et al. propose in [47℄ and in 2004, Kanda etal. dis
uss in [49℄ pa
ket aggregation at the network edge to redu
e the number of voi
epa
kets in the 
ore. In their proposal, pa
ket aggregation takes pla
e on the networkinglayer. As an assembly strategy, Tounsi et al. apply an aggregated FIFO dis
ipline.Kanda et al. apply a pa
ket 
ount assembly strategy and vary the number of pa
kets ina burst. Both authors study the impa
t of the assembly pro
ess on the pa
ket layer andthe network performan
e. They �nd that with reasonable assembly strategies, the impa
ton pa
ket layer is negligible for reasonable s
enarios. At the same time, the overall pa
ketload de
reases, this relaxes the e�ort in routers. Their studies fo
us on the bene�ts ofaggregation and left out any dis
ussion on the resulting 
ontainer format on IP.In [51℄, Zhang et al. propose pa
ket aggregation in 
ellular networks using the pa
ketreservation multiple a

ess proto
ol (PMRA, originally proposed by Wong in [55℄). Thisproto
ol operates on a shared medium but provides a low throughput be
ause of smallvoi
e pa
kets. They provide a Markov 
hain model of the assembly pro
ess and derive thedelay and throughput of it. Their model allows a pre
ise design of the assembly pro
ess
onsidering the trade-o� between delay and throughput.In [50℄, Wang et al. also 
onsider pa
ket aggregation in wireless networks on MAC layer.They fo
us on an ultra wide band s
enario and identify the short pa
kets in the �eldbus
ontrol system for 
hannel a
quisition as a limiting fa
tor. They propose a size basedaggregation algorithm to assemble these small pa
kets and transmit them as a whole.Their modi�ed MAC algorithm outperforms the 
lassi
al CSMA/CA algorithm and showsthe advantage of pa
ket assembly in this s
enario.Castro et al. propose in [53℄ also pa
ket assembly for IEEE 802.11 wireless mesh networkson a hop-by-hop basis. They implement pa
ket assembly on the MAC layer and apply
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ombination of size and timer based assembly s
hemes. They also �nd that pa
ketassembly redu
es the load in the network leading to a better network performan
e. Thereason is that larger pa
kets on the MAC layer save time in terms of SIFS1 and DIFS2 pe-riods. They identify the assembly strategy as the 
entral parameter for optimum networkperforman
e.IEEE 802.16 WiMax te
hnology itself o�ers the 
apabilities for pa
ket aggregation onthe MAC layer. The standard de�nes in [802.16℄ the pa
king pro
edure, whi
h allows theaggregation of multiple MAC SDU (Servi
e Data Units) into a single MAC PDU (Proto
olData Unit). It further distinguishes if the 
ontent 
onsists of ARQ (Automati
 RepeatRequest) or non-ARQ pa
kets and if the aggregated pa
kets have a �xed size. Be
auseof the �xed frame size, the me
hanism 
orresponds to a size based assembly algorithm.In [52℄, Toa et al. provide the performan
e evaluation for this assembly me
hanism inWiMax and show e�
ient link utilization and redu
ed overheads.On layer 2, Frame Swit
hing [54℄ performs pa
ket assembly. Frame Swit
hing assemblespa
kets at the network edge on the MAC layer and forwards them along a pre-establishedpath to the destination node. For the establishment of the path, Frame Swit
hing appliesa modi�ed GMPLS (Generalized Multi-Proto
ol Label Swit
hing, [RFC 3945℄) 
ontrolplane. In the original proposal, Frame Swit
hing uses G.709 
ontainers from the Opti
alTransport Network (OTN, [G.709℄) as 
ontainers. Newer studies show that even Ethernetframes are able to serve as 
ontainers. In their studies, Mutter and Lautens
hläger applyin [43, 45℄ Ethernet Jumbo Frames as 
ontainer te
hnology. Besides the te
hnologi
alfeasibility, they also show that in their s
enario the assembly timer has only limited e�e
ton the assembled pa
ket stream.
2.3 Multi-path RoutingAnother 
hallenging problem is network 
ongestion due to in
reasing tra�
 on dedi
atedpaths in the network. Some links show heavy 
ongestion, while other links remain under-utilized. One solution to alleviate this problem is multi-path routing. Multi-path routingin
reases network resour
e e�
ien
y and redu
e network 
ongestion by distributing pa
k-ets to the same destination on several alternative paths. This se
tion �rst gives a de�nitionand a 
ommon understanding of multi-path routing. It refers to standards, whi
h origi-nally de�ne multi-path routing on the network layer. Se
ond, it motivates the appli
ationof multi-path routing me
hanisms in 
urrent and future networks and argues its bene�tsfor improved network e�
ien
y with less 
ongestion. The last se
tion introdu
es networkte
hnologies, whi
h implement multi-path routing algorithms, i. e., de�e
tion routing inOpti
al Burst Swit
hing.1Short InterFrame Spa
e2DCF InterFrame Spa
e, Distributed Coordination Fun
tion (DCF)



28 Chapter 2. Sele
ted Features of Next Generation Networks2.3.1 De�nitionProto
ols in 
ommuni
ation networks rely on the paradigm that the network maintainsthe order of messages of the same �ow. Thereby, a �ow 
onsists of pa
kets sent from aparti
ular host to any address. It may 
onsist of all pa
kets of a spe
i�
 transport 
onne
-tion or media stream. Usually, a 5-tuple of sour
e/destination address, sour
e/destinationport and proto
ol identi�er de�nes a �ow [RFC 3697℄.Communi
ation networks try to maintain this in-order requirement and send messages ofthe same �ow along the same path. Herein, the same path refers to the same networkelements and order of links and nodes from sour
e to destination. In 
onne
tion-orientednetworks, messages inherently follow the same pre-reserved path. An ex
eption is theLCAS proto
ol for SDH (Link Capa
ity Adjustment S
heme, [G.7042/Y.1305℄), whi
henables to bundle individual 
onne
tions to one logi
al one. In this 
ase, the individual
onne
tions may follow di�erent paths, but LCAS provides me
hanisms to re-establish theoriginal pa
ket order. In 
onne
tion-less networks, network elements are able to forwardmessages individually but usually on the same path to the destination. Stati
 routingand dynami
 routing proto
ols (e. g., Open Shortest Path First, OSPF, [RFC 1247℄ andRouting Information Proto
ol, RIP, [RFC 1732℄) realize 
onsistent topology informationand provide exa
tly one next hop for forwarding.Multi-path routing breaks with this paradigm and forwards pa
kets to the same destina-tion on di�erent alternative paths. Therefore, ea
h node maintains a list of alternativenext hops to a 
ertain destination node. On every pa
ket arrival, the node de
ides anewwhi
h next hop to use. The next hop itself may own several subsequent next hops for thenext destination. The pro
edure re
ursively starts from new. The de
ision on the nexthop bases on load balan
ing me
hanisms, whi
h are subje
t of the next se
tion.2.3.2 Motivation and Me
hanismsIn general, multi-path routing serves three major obje
tives: network engineering to de-
rease maximum link load, network availability and se
urity.The term load balan
ing refers to the �rst obje
tive. With a suitable distribution ofpa
kets on alternative links, it is feasible to minimize maximum link load. Literaturerefers to this topi
 as adaptive multi-path routing. Sele
ted publi
ations 
ontain the workof Abrahamsson and Karsson in [56, 57℄, respe
tively. Other obje
tives besides link loadin
lude performan
e metri
s regarding the minimization of pa
ket loss or delay.The se
ond argument for multi-path routing refers to the in
reased availability of an end-to-end 
onne
tion. As the network element provides several alternative next hops forthe same destination, it in
reases the probability for a working path in 
ase of networkerrors. The swit
hover from the failure path to the working paths is quite simple, as theinformation to alternative next hops is already present. In 
ase of a link failure, the nodemay skip the erroneous link and forward the tra�
 to the remaining hops. Without a hotstandby of alternatives, the routing proto
ols �rst have to propagate the link failure andea
h node is required to update its topology and forwarding information.



2.3 Multi-path Routing 29The last argument for multi-path routing is in
reased se
urity with respe
t to taping themessages of a �ow. If these messages follow the same path, it is su�
ient for an atta
kerto a

ess one devi
e on this path to get a

ess to these messages. If these messages followdi�erent paths, an atta
k requires a

ess to di�erent distributed devi
es.In a multi-path routing environment, there are several algorithms to determine the next-hop for a pa
ket (besides the destination address). The simplest me
hanism performs around robin or random sele
tion algorithm on the alternative next hops. This spreadsthe pa
kets among the alternative next hops. This may result in equally loaded linkswith respe
t to the tra�
 matrix of a network. As a drawba
k, this approa
h does notmaintain the pa
ket order within a pa
ket �ow. As TCP rea
ts severely on 
hanges in thepa
ket order, the IETF proposes in [RFC 2991℄ and [RFC 2992℄ hash based algorithmsto determine the same next hop for pa
kets of the same �ow. The routers perform ahash operation on the pa
ket header or at least on parts of the �ow relevant header todetermine the next hop. If the hash fun
tion leads to the uniform distribution, ea
h nexthop gets nearly the same share of pa
kets.This approa
h keeps the pa
ket order as pa
kets of the same �ow follow the same path.Besides this advantage, this approa
h shows several disadvantages. First, the routers needto perform the hash operation on every pa
ket. Consequently, the hash fun
tion needs tobe resour
e e�
ient in high-speed networks. Se
ond, dominating and long-lasting �ows,still use the same path leading to an unequal distribution of tra�
 in the network. Third,the assumption on the uniform distributed hash value is only 
orre
t for a large numberof �ows, whi
h typi
ally only holds for large networks. In smaller networks, the �owsbe
ome unequally distributed in the network.Summarizing, multi-path routing has an ambivalent 
hara
ter. On one side, it showsa higher degree of freedom for e�
ient network engineering by distributing the tra�
within the network. On the other side, it may 
hange the pa
ket order in the network,wherefrom proto
ols may su�er. Maintaining the pa
ket order requires e�ort within thenetwork, whi
h in
reases network 
omplexity and may lead to undesired results of un-equally distributed tra�
. For network simpli
ity, the network itself may not implementme
hanisms to maintain the pa
ket order. Then, the proto
ols in the end-systems likeTCP need to handle out-of-order pa
kets as des
ribed in the previous Se
tion 1.1.3.2.2.3.3 Multi-path Routing ImplementationsA series of te
hnologies try to improve network performan
e by forwarding pa
kets to thesame destination on di�erent paths. Multi-path routing is present on transport and net-working layer as well as on layer 2. Table 2.2 
lassi�es the appli
ation �elds of multi-pathrouting with respe
t to the layer. The 
olumns show the referen
e in the literature inthe �rst 
olumn and the �eld of appli
ation in the se
ond 
olumn. The following para-graphs dis
uss sele
ted network te
hnologies with respe
t to their multi-path forwardingproperty.On the transport layer, TCP dominates. For instan
e, Dong et al. propose in [58℄ amodi�ed TCP version to handle multiple paths to the same destination node. The obje
-



30 Chapter 2. Sele
ted Features of Next Generation NetworksReferen
e Appli
ationTransport layerIETF [RFC 2960℄ SCTPDong, Rojviboon
hai, Han et al., [58�60℄ Multi-path TCPNetwork layerIETF, He, Chim et al., [RFC 2991,RFC 2992,61, 62℄ Equal-
ost multi-path routing in IPnetworksMAC layerQiao et al., [38℄ Contention resolution s
hemes inOBS and OPS networks (
f. Se
-tion 2.4.2)Mueller et al., [63℄ Wireless mobile ad ho
 networksTable 2.2: Classi�
ation of network te
hnologies using multi-path routingtive is an equal load distribution among several paths to experien
e minimum 
ongestion.They propose and implement a ba
kward 
ompatible version, whi
h handles the reorder-ing problem on parallel paths. Their starting point is a multi-homed environment, wherea s
heduler determines the outgoing interfa
e for the next segment. The de
ision on theinterfa
e follows a weighted round robin, where the weights depend on the round trip timeand pa
ket loss probability of ea
h path. Rojviboon
hai et al. follow the same resear
hdire
tion in [59℄. They propose a TCP version, whi
h is able to handle di�erent pathson the transmission layer. The distin
tion relies on the di�erent IP addresses of a multi-homed devi
e. They solve the problem of reordering by adapting the dup-a
k thresholdas in the RR-TCP version of [16℄. Han et al. provide in [60℄ the analyti
 base for amulti-homed TCP version exploiting multi-path routing. They fo
us on the analyti
 
on-troller modelling, whi
h is able to distribute tra�
 on multiple paths in-order to minimize
ongestion. Their major 
ontribution is the proof regarding the linearized stability.Besides TCP, there is SCTP [RFC 2960℄, whi
h also supports multi-path routing in multi-homing environments. SCTP 
reates an asso
iation (i. e., 
onne
tion) between sour
e anddestination instan
e. Within an asso
iation, it maintains several streams (i. e., �ows) inparallel. Ea
h stream maintains the pa
ket order, while the streams among ea
h otherdo not ne
essarily maintain any order. Furthermore, in multi-homing s
enarios, SCTPis able to exploit di�erent interfa
es within the same asso
iation. Consequently, SCTPrepresents one alternative for TCP with respe
t to reliable transport and exhibits multi-path fun
tionality. As the original intention of SCTP was to transport telephony signallingmessages (Signalling System No. 7) over IP, there are only a few appli
ations implementingSCTP (Diameter [RFC 4740℄, Reliable Server Pooling [RFC 5351℄).On the network layer, the multi-path routing feature of IP enables e�
ient resour
eutilization. While the IETF standards [RFC 2991℄ and [RFC 2992℄ provide the te
hni
alspe
i�
ation of any multi-path 
apable routing proto
ol, di�erent proposals are availableto distribute load among alternative routes. The 
ru
ial property for any load-balan
ingalgorithm is the maintenan
e of the pa
ket order within one �ow. One representativereferen
e to load-balan
ing algorithms maintaining the pa
ket order within a �ow is [62℄.The authors propose a hash-based algorithm for load-balan
ing purpose. They evaluate



2.4 Examples for Next Generation Networks 31the additional e�ort in the router and show the bene�t in both, distribution of load aswell as out-of-sequen
e arrivals. Their algorithm was able to distribute the pa
kets amongalternative paths nearly equally with an a

eptable amount of out-of-order arrivals withrespe
t to transport proto
ols, e. g., TCP.In the 
ontext of the Future Internet initiative, the topi
 on multi-path routing also 
ameup. There, the 
ommunity sees multi-path IP routing as an enabler for �exible tra�
engineering in future networks. He and Rexford survey in [61℄ the di�erent multi-pathrouting strategies, relying on round-robin or hash based pro
edures. They 
on
lude thatthe trade-o� between additional overhead for storing di�erent routes and the potentialtra�
 engineering impa
t justi�es further studies on this topi
. Additionally, Gojmera
proposes in his dissertation an adaptive multi-path algorithm for an equal distributionof load among alternative paths [64℄. Optimized multi-path routing algorithms rely on�ooding me
hanisms to distribute the information on 
ongested links in the network. Asthis produ
es a non-deterministi
 amount of signalling messages, Gojmera
 proposes amodi�ed signalling ar
hite
ture to distribute the 
ongestion indi
ation only lo
ally to a
ongested link. The proposal a
hieves both, a redu
ed amount of signalling messages aswell as tra�
 engineering of multi-path routing.Mobile ad ho
 networks show infrastru
ture-less properties, provide inter
onne
tion forresour
e 
onstraint nodes and exhibit high dynami
s in the topology. Additionally, thewireless 
onne
tions are unreliable and the environment of these networks usually is un-predi
table. These networks provide any node inter-
onne
tion in an ad ho
 mode andapply routing proto
ols spe
ialized for these environments. For reliability issues and load-balan
ing purposes, the routing proto
ols apply multi-path routing me
hanisms on layer 2.Mueller surveys in [63℄ on these issues. The dis
ussion in
ludes two di�erent routing al-gorithms and their performan
e with respe
t to minimizing the end-to-end delay and tosatisfy bandwidth demands. This work fo
uses on the routing aspe
t but leaves out thedis
ussion on the impa
t on upper layer proto
ols su
h as TCP.As an additional te
hnology on layer 2, opti
al burst swit
hing networks also exhibit multi-path me
hanisms to avoid 
ongestion. In this 
ontext, the terminology de�e
tion routingapplies. As OBS serves as a representative for network te
hnologies implementing pa
ketassembly as well as multi-path routing, Se
tion 2.4.2 introdu
es this network ar
hite
tureas well as the proposed multi-path routing me
hanisms.
2.4 Examples for Next Generation NetworksThis se
tion introdu
es network te
hnologies of present and future, whi
h implementpa
ket assembly and multi-path routing in one of its �avours. The �rst part gives anoverview and 
lassi�es the network te
hnologies a

ording to the network layer. These
ond part pi
ks the OBS network ar
hite
ture as an example, whi
h implements bothfeatures. By means of OBS, this se
tion shows the prin
iple s
enario ne
essary to evaluateout-of-sequen
e arrival pattern on burst and pa
ket level.
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ted Features of Next Generation NetworksNetwork ar
hite
ture Multi-path routing Pa
ket assemblyNetwork layerIP-based Internet, [RFC 2991,RFC 2992℄ Y N/YaMAC layerFrame Swit
hing, [43, 45℄ N/Yb YOpti
al Burst Swit
hing, [38℄ Y Ya Extensions of Kanda [49℄ and Tounsi [47℄ enable pa
ket assembly in IP networksb Conne
tionless me
hanisms, e. g., IP routing, enable multi-path routing.Table 2.3: Network te
hnologies showing multi-path routing and pa
ket assembly2.4.1 Overview and Classi�
ationThis se
tion 
lassi�es sele
ted network te
hnologies with respe
t to the implemented fea-tures of multi-path routing together with pa
ket aggregation. It summarizes the �ndingsof the previous two se
tions. Table 2.3 gives an overview on three network te
hnologiesand 
lassi�es them with respe
t to the network layer.The Internet ar
hite
ture applies the Internet Proto
ol (IP) on the networking layer. Withsupport of appropriate routing proto
ols, IP inherently o�ers the possibility of multi-path routing as des
ribed in [RFC 2991, RFC 2992℄. Native IP does not foresee pa
ketassembly, but literature proposes several extensions to IP to support pa
ket assembly. Asalready introdu
ed, this in
ludes the proposals of Tounsi, Kanda and Pentikousis, [47�49℄.As the future Internet initiative 
urrently dis
usses this issue, any estimation on theimplementation is too early at this point of time.Frame Swit
hing resides on layer 2 [54℄. Frame Swit
hing assembles pa
kets at the networkedge on the MAC layer and forwards them along a pre-established path to the destinationnode. Consequently, it shows pa
ket assembly properties but does not enable multi-pathrouting. As the forwarding of aggregates is only a matter of applied te
hnology, multi-path routing extensions are possible if the applied te
hnology supports it. In the studies ofMutter and Lautens
hläger, Ethernet Jumbo Frames serve as 
ontainer te
hnology [43,45℄.Applying IP based forwarding realizes the same task but also enables multi-path routingon the networking layer.The most important network te
hnology showing pa
ket assembly together with multi-layer routing is Opti
al Burst/Pa
ket Swit
hing (OBS/OPS, layer 2). OBS is an examplefor other te
hnologies, whi
h also show multi-path routing as well as pa
ket assembly
apabilities. The next se
tion provides a des
ription of this network ar
hite
ture.2.4.2 Opti
al Pa
ket/Burst Swit
hing NetworksThis se
tion highlights the two prin
iple properties of multi-path routing as well as pa
ketassembly exemplarily in opti
al burst/pa
ket swit
hing networks. This se
tion restri
tsitself to the basi
 operation and properties of OBS as the des
ription of any �avour wouldnot 
ontribute with any new knowledge. Besides this se
tion, Battestilli and Gauger give
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tion to OBS in [65℄ and [66℄, respe
tively. The remainder of thisse
tion �rstly introdu
es the prin
iple burst swit
hing me
hanism and se
ondly presentsthe network ar
hite
ture with its network elements. The last se
tion 
overs the 
ontentionresolution s
hemes, whi
h relate to multi-path routing strategies.2.4.2.1 Opti
al Pa
ket Swit
hing Prin
ipleAs pa
ket pro
essing on the ele
tri
al layer rea
hes its limits (
f. Se
tion 2.2), opti
alpa
ket swit
hing (OPS) promises on the opti
al layer to realize both, �exible resour
esharing like pa
ket-swit
hed networks together with energy-e�
ient swit
hing of opti
aldevi
es. The idea of OPS in prin
iple tries to enable the same bene�t in opti
al networksas IP or Ethernet provides for ele
tri
al networks.OPS networks assume �bres with several wavelengths inter
onne
ting neighbouring nodes.For transmission, the node o

upies a wavelength and maps the opti
al pa
ket onto thewavelength. The re
eiving node re
eives the opti
al signal, pro
esses and swit
hes thepa
ket transparently to the next node or delivers it lo
ally via an ele
tri
al interfa
e. Intransparent swit
hing, the destination address in the opti
al pa
ket header �eld determinesthe outgoing interfa
e. The swit
hing information in the opti
al pa
ket header 
omparesto the IP pa
ket header. Literature refers to this te
hnology as Opti
al Pa
ket Swit
hing(OPS). The fundamental operation is similar to ele
tri
al pa
ket pro
essing ex
ept of themore di�
ult opti
al header pro
essing. Therein, OPS shows three major limitations:opti
al pro
essing, opti
al bu�ering and swit
hing speed within a node.In 
ase of 
ontention, i. e., on an o

upied interfa
e, the node needs to bu�er pa
ketsuntil the wavelength is available again. As opti
al RAM (random a

ess memory) is notavailable, �bre delay lines (FDL) are an option to bu�er opti
al pa
kets. FDL represent�bres of 
ertain length, whi
h delay a 
ongested pa
ket. The length of the �bre deter-mines the duration of the delay. For a delay of 1 ms the FDL shows a length of 200 km,whi
h requires long �bres and large 
omponents. Be
ause of the dis
rete bu�er time, thisworkaround is in�exible and spa
e 
onsuming. Summarizing, opti
al RAM bu�ers are notavailable and FDL are only a workaround for this limitation.The se
ond drawba
k of opti
al pa
ket swit
hing relates to the swit
hing speed of inter-mediate swit
hing devi
es. On arrival of opti
al pa
kets, the node has to 
on�gure theswit
hing elements in time to avoid unne
essary delays, bu�ering and losses. Currenthardware is not able to dete
t and pro
ess the opti
al header as fast as required to 
on-�gure the swit
hing matrix. An o�set between opti
al header and opti
al payload as wellas opti
al bu�ering alleviates this drawba
k as Klonidis et al. show in [67℄.The third limitation is the opti
al pro
essing of messages. There, resear
h is in its earlyyears. A workaround is to 
onvert the opti
al signal in an ele
tri
al signal for further pro-
essing. After pro
essing, the signal is 
onverted to an opti
al signal again for transmis-sion. This double signal 
onversion refers to opti
al-ele
tri
al-opti
al (o/e/o) 
onversion.In 
ase of swit
hing opti
al pa
kets this pro
ess refers to opaque swit
hing.
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ted Features of Next Generation Networks2.4.2.2 Burst Swit
hing Prin
ipleThe previous se
tion identi�ed the swit
hing speed as well as the la
k of bu�er me
hanismsas the major limitations for opti
al pa
ket swit
hing. Opti
al burst swit
hing alleviatesthe limitations of OPS partly. As opti
al pa
ket pro
essing is not feasible, Opti
al BurstSwit
hing (OBS) separates header pro
essing, i. e., forwarding information, and payloadforwarding. This separation within OBS introdu
es a 
ontrol wavelength in parallel tothe wavelength 
hannel for data transport.In general, a burst 
onsists of a burst header and a burst body. OBS splits both partson di�erent wavelengths. The burst header o

upies the 
ontrol wavelength and after asmall gap, the burst body follows on the wavelength for data transport. On the 
ontrol
hannel, the burst header pa
ket announ
es the swit
hing requirements of the 
orrespond-ing data burst in advan
e. The 
ontrol information equals the information in the headerof opti
al pa
kets. Besides others, the burst header pa
ket in
ludes information on thedestination address. As the burst header pa
ket pre
edes the burst data pa
ket, the burstheader pro
essing and the 
on�guration of the swit
hing matrix of the next node may befeasible within the gap time. Besides the 
on�guration of the swit
hing matrix, the nexthop pro
esses the burst header pa
ket ele
troni
ally and reserves the next wavelength ifne
essary.Literature shows several studies dealing with the reservation me
hanisms for opti
al burstswit
hing networks, e. g., [68�71℄. For the optimization of the gap between burst headerand burst payload, there are the me
hanisms Tell and Go (TAG), Just-In-time (JIT)and Just-Enough-Time (JET). Rodrigues et al. provide in [68℄ a detailed 
omparison onthese reservation s
hemes. Additionally, Dolzer et al. survey these algorithms in [70℄.Besides this, ea
h of the algorithms shows a s
heduler organising the o

upation of the
onne
ted wavelengths. It is highly related to the previous me
hanisms. Consequently,literature proposes several s
hedules for the resour
e management of opti
al wavelengthresour
es, e. g., [72�76℄. In general, there are two major 
lasses of s
hedulers, horizonbased algorithms and void �lling algorithms. The �rst 
lass maintains the time instan
ewhen a wavelength be
omes free again. In 
ontrast to this, the se
ond 
lass maintainsthe time instan
es of the wavelength o

upation in
luding beginning and ending. Thelatter 
lass is able to s
hedule additional bursts between the already reserved ones andthus shows signi�
ant advantage with respe
t to �exibility of s
heduling. Among thesegeneral 
lasses, several variations exist. For instan
e, a burst may be pre-empted orthe o

upation of alternative wavelengths follows spe
ial s
heduling me
hanisms (roundrobin, earliest free wavelength or least o

upied wavelength). Li and Qiao provide adetailed overview on these s
heduling me
hanisms in [76℄.2.4.2.3 Node Ar
hite
tureThis se
tion introdu
es a generi
 OBS node ar
hite
ture highlighting the fun
tional partsof an OBS node. Figure 2.5 depi
ts one generi
 OBS node model. It 
onsists of opti
al�bre atta
hments on both sides. Ea
h �bre 
arries a 
ertain number of wavelengths,depending on the interfa
e 
apabilities of an OBS node. At the ingress of the node, the
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Figure 2.5: Generi
 OBS node ar
hite
ture�bre demultiplexes the individual wavelength 
hannels. At the egress of the node, thewavelength 
hannels are multiplexed again in the outgoing �bre. In the 
entre of the node,the swit
hing matrix resides together with the node 
ontrol entity. The swit
hing matrixforwards the opti
al bursts from one input port to the foreseen output port. Thereby,the node 
ontrol is responsible to 
on�gure the node for transparent swit
hing. As thegap between the 
ontrol pa
ket and the burst is rather small, opti
al swit
hing with morethan four ports is hardly a
hievable today. El Bawab provides in [77℄ a 
omprehensive
omparison of di�erent realization 
andidates.The 
ontrol unit maintains a 
alendar s
heduling the burst arrivals for the output wave-length. The generi
 model also foresees me
hanisms to 
onvert the data on one wavelengthonto another wavelength. Wavelength 
onverters in the lower half of the �gure managethis task. These boxes represent the 
onverters 
onne
ted by �bres to the swit
hing ma-trix. In 
ase of wavelength 
onversion, the 
ontroller 
on�gures the matrix to forwardthe burst to a wavelength 
onverter station. Literature also studied the amount of wave-length 
onverters in [78�80℄. In
reasing the number of 
onverters improves the networkperforman
e regarding the number of burst losses. This property holds on until saturationde�ned by the s
enario.Besides wavelength 
onverters, the 
ontrol unit also maintains the optional pool of �bredelay lines (lower right part of the node). Additionally to the wavelength 
onverter pool,the 
ontrol unit manages these resour
es and keeps free/busy lists. Dimensioning of the�bre delay line pool, as well as its number and length was subje
t of [81℄. Therein, Gaugerdis
usses the impa
t on the burst loss probability with respe
t to the number of FDL, thelength of a FDL and the strategy for reservation. For his simulation s
enario, he found asmall number of FDL enough as well as the FDL length in the order of the burst length.Thereby the 
onse
utive appli
ation of wavelength 
onverters as well as �bre delay linesis also possible in the generi
 model. The swit
hing matrix together with the 
ontrolunit may realize this appli
ation. This fun
tionality in
reases the �exibility in 
ase of
ontention but adds an additional burden on the 
ontrollers' 
omplexity.
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ted Features of Next Generation Networks2.4.2.4 Contention Resolution/Avoidan
e StrategiesThis se
tion dis
usses the 
ommonly used strategies for 
ontention resolution and avoid-an
e s
hemes. Thereby, a 
lassi�
ation of both s
hemes a

ording to the following de�-nition is possible: Contention resolution s
hemes resolve a 
ontention, while 
ontentionavoidan
e s
hemes try to minimize the number of 
ontention situations in advan
e.In [82℄, Rahbar et al. provide an in depth survey on the di�erent s
hemes. They dis
ussthe di�erent s
hemes for all-opti
al pa
ket-swit
hed networks, whi
h also hold for burst-swit
hed networks. The next two se
tions introdu
e 
ommon 
ontention avoidan
e andresolution s
hemes in detail.2.4.2.4.1 Contention resolution s
hemesContention resolution s
hemes try to resolve a 
ontention, where two or more burstsrequest the same resour
e, i. e., the same outgoing wavelength, at the same time. Inprin
iple, one burst su

eeds this 
ontention, while the node may apply 
ountermeasuresfor the other bursts. Contention resolution provides three di�erent 
lasses: shift in time,shift in spa
e and shift in wavelengths. The �rst one in
ludes �bre delay lines, the se
ondde�e
tion routing and the third wavelength 
onversion.A shift in time 
orresponds to an additional delay of the burst. The node delays theburst for a 
ertain time interval to grand a

ess to the resour
e after this time. Any delayme
hanism requires some bu�er. However, as opti
al bu�ers are not feasible today, �bredelay lines provide bu�er me
hanisms to delay bursts for a 
ertain time interval. Thereby,the burst follows a �bre of a 
ertain length. Due to the limited speed of light, the burstneeds some time to travel. After this delay, the node again tries to forward the bursts onthe original wavelength.Shifting the burst in spa
e re�e
ts the possibility to forward the burst on an alternativepath to the destination. This in
ludes the network wide me
hanisms of de�e
tion routing.Applying de�e
tion routing, the node determines an alternative path to the destinationand 
onsequently an alternative outgoing wavelength. If this wavelength is free, thenode forwards the burst to this new outgoing interfa
e. One may argue that de�e
tionrouting uses the network as a bu�er. Additionally, this s
heme may require me
hanismsto avoid loops (if desired) for unlimited travelling of bursts, e. g., a hop 
ounter. In
ase of 
ontention, the forwarding prin
iple on alternative paths realizes a similar idea ofmulti-path routing of Se
tion 2.3.The last option shifts the burst onto a di�erent wavelength, using wavelength 
onvert-ers. The idea is to 
onvert the wavelength on a di�erent, free wavelength. Wavelength
onverters are organized in pools. The organisation of the 
onverter pools may followone of the following stru
tures. Ea
h interfa
e may have its dedi
ated 
onverter pool,or several interfa
es share individual 
onverters. Besides this, the wavelength 
onvertersmay operate on the full range of wavelengths or only on parts of if.



2.4 Examples for Next Generation Networks 372.4.2.4.2 Contention avoidan
e s
hemesContention avoidan
e s
hemes try to redu
e the number of 
ontentions or to avoid them intotal. In prin
iple, literature proposes two distin
t me
hanisms to realize this task. Multi-path routing may redu
e the probability of 
ontention, while any two-way reservations
heme is able to avoid resour
e 
on�i
ts in advan
e.Multi-path routing distributes the tra�
 within the network on purpose, not as a rea
tionon any 
ontention. As introdu
ed before, it may try to optimize network performan
e,e. g., to minimize the maximum burst loss ratio over all links. Multi-path routing maytake into a

ount several network measures, for instan
e the swit
h load or link o

upan
yto a
hieve these goals. Thereby, the distribution of bursts over the network may takeinto a

ount higher layer information, e. g., �ow information or de
ide for ea
h burstindividually, where to forward it. The latter one allows the highest �exibility, but maydegrade higher layer proto
ol performan
e. One algorithm implementing these 
on
eptsrepresents the work of Lu et al. in [83℄. It routes �ows on the same path avoidingout-of-sequen
e bursts/pa
kets by minimizing the maximum link load.An alternative solution to avoid any 
ontention requires the reservation of resour
es inadvan
e. As OBS shows on the �y reservation by the burst 
ontrol pa
ket, any two-wayreservation s
heme breaks with this paradigm. Nevertheless, literature proposes the telland wait reservation algorithm, whi
h reserves wavelengths on a path in advan
e [76℄.The destination node a
knowledges the reservation and after su

essful re
eption of thea
knowledgements, the sour
e node transmits the burst. The data burst releases instan-taneously the reservation in the intermediate nodes. This me
hanism relates to a 
ir
uit-oriented network te
hnology, where the holding times are rather small. The advantagesof a lossless network pay network performan
e and signalling 
omplexity.Besides this, literature proposes another 
ontrol plane extension to implement a two-waysignalling s
heme to reserve 
apa
ity on the path from sour
e to destination. In this 
ase,intermediate nodes signal if wavelength o

upation is possible or reje
t the 
onne
tionrequest. This s
heme avoids burst 
ontention but may lead to an in
reased waiting timeat the network edge. The wavelength-routed opti
al burst swit
hing ar
hite
ture of Düseret al. in [84℄ represents an example for this kind of ar
hite
ture.
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3 Pa
ket Reordering Metri
s
In pa
ket-based data 
ommuni
ation networks, sender and re
eiver ex
hange one or mul-tiple pa
kets. If the sender 
ommits more than one pa
ket to the network, these pa
ketsform a stream of pa
kets, i. e., they belong to the same pa
ket �ow. The stream of pa
ketshas an initial order at the sender. This sequen
e of pa
kets may 
hange in the networkdue to network anomalies. The re
eiver may experien
e a di�erent order. In this 
ase, re-ordering has happened in the transport network. The pre
ise analysis and di�erentiationof out-of-order arrivals requires reordering metri
s and espe
ially the de�nition of out-of-sequen
e and in-sequen
e arrivals. Reordering metri
s measure and 
lassify reorderingpattern.Besides 
hanges in the pa
ket order, the re
eiver may dete
t other 
hanges within thepa
ket sequen
e. For instan
e, the network may delay, drop or 
orrupt pa
kets. Conse-quently, any analysis of the pa
ket order requires robustness with respe
t to these networkanomalies. As brie�y introdu
ed, the reordering metri
s fa
e stri
t requirements for a rea-sonable appli
ation. The next se
tion imposes additional requirements and the se
ondse
tion 
lassi�es the reordering metri
s proposed in the literature. This major 
ontribu-tion of this 
hapter is the introdu
tion and evaluation of the related work on reorderingmetri
s with respe
t to the imposed requirements. The last se
tion dis
usses the sele
tionof the metri
s applied in this thesis.3.1 Requirements on Pa
ket Reordering Metri
sThis se
tion derives the requirements on metri
s des
ribing and quantifying out-of-sequen
e pa
ket arrivals. Most of these metri
s do not rely on spe
i�
 implementationdetails of 
ommuni
ation networks, but evaluate the sequen
e of a �nite set of arbitrarydis
rete elements showing an initial order. In 
ommuni
ation networks, this in
ludespa
kets, 
ells, frames and bursts. The following se
tions 
onsistently use the term pa
ketfor one element out of the set of dis
rete elements.The 
ommon s
enario to analyse the pa
ket sequen
e assumes a 
ommuni
ation relation-ship between a sender and a re
eiver. The sender sends a �xed number of pa
kets in a
ertain sequen
e to the network. By de�nition, the pa
ket sequen
e at the sender is in-order. This sequen
e of pa
kets forms a pa
ket �ow. In this thesis, the term �ow denotesa set of pa
kets belonging together a

ording to any superior order, e. g., belonging to the39
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ket Reordering Metri
ssame appli
ation. In this 
ase, the 5-tuple of sour
e/destination IP addresses and portsas well as the proto
ol identi�er 
hara
terize a �ow.The sender sends the pa
ket sequen
e to the network within a 
ertain time interval.The re
eiver re
eives these pa
kets one by another and stores them in a bu�er a

ordingto some ordering 
riteria. The re
eiver always delivers pa
kets in-order to the servi
euser, i. e., an appli
ation. The re
eiver makes the de
ision to skip missing pa
kets basedon elapsed time or intermediate pa
ket arrivals. The 
omparison of the original pa
ketsequen
e and the pa
ket sequen
e at the re
eiver may reveal the following 
hanges in thepa
ket sequen
e.Changed inter-arrival time: the time between subsequent pa
kets may vary 
omparedto the sending inter-arrival time.Changed time interval: the time from re
eiving the �rst pa
ket until the last pa
ketof the sequen
e may di�er from the sending pro
ess.Dupli
ated pa
kets: at the re
eiver, a pa
ket of the sequen
e arrives multiple times.Lost pa
kets: pa
kets may not rea
h the re
eiver within a de�ned time interval. Thesepa
kets are either lost or may rea
h the re
eiver after forwarding later pa
kets.Changed pa
ket order: the sequen
e arrives in a di�erent order than the sending order.Misinserted pa
kets: the arriving sequen
e may show a pa
ket from another pa
ket�ow due to 
hanges in the pa
ket header.Literature refers to the above list as network anomalies. Besides these pure networkanomalies, any 
ombination of these may o

ur. While these anomalies do not 
hangethe pa
ket stru
ture, networks may also 
orrupt pa
kets due to malfun
tioning networkelements. In modern 
ommuni
ation networks, 
orrupted pa
kets may translate to lostpa
kets as the data-link layer may dis
ard them.Based on �ndings by Piratla et al. in [85℄, the following se
tions derive the requirementson metri
s to dete
t and 
lassify 
hanges in the pa
ket sequen
e. These requirementsin
lude the presen
e of a sequen
e indi
ator, a de�nition of in-order and out-of-order,robustness, minimal 
omplexity, and appli
ation spe
i�
 
laims. Ea
h se
tion details onerequirement.3.1.1 Sequen
e Indi
atorDete
tion of a 
hanged pa
ket order �rstly requires a 
lassi�
ation 
riterion to spe
ifysome order. The 
lassi�
ation 
riterion has to ful�l the following formal requirement:If pa
ket i departs earlier than pa
ket j, then the value of the 
lassi�
ation 
riterion ofpa
ket i is less than the value of the 
lassi�
ation 
riterion of pa
ket j. If C[i] denotesthe value of the 
lassi�
ation 
riterion of pa
ket i, then the following holds: C[i] < C[j].
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ket Reordering Metri
s 41In general, there are two options for the 
lassi�
ation 
riterion: Sequen
e numbers andtimestamps. Applying a sequen
e number, the sender assigns an integer number to ea
hpa
ket. This number in
reases by one for every pa
ket, i. e., C[i + 1] = C[i] + 1, i >
0, C[1] = 1. With the timestamp option, the sender assigns the sending timestamp witha reasonable resolution to ea
h pa
ket.Both identi�ers in
rease monotoni
ally, enabling the re
eiver to restore the original se-quen
e. The next two paragraphs dis
uss both alternatives with respe
t to their abilityto identify pa
ket dupli
ation and loss.A pa
ket dupli
ate is an identi
al 
opy of a pa
ket at the re
eiver. The dete
tion ofdupli
ates requires a unique identi�er for ea
h pa
ket. The sequen
e number as well asthe timestamp ful�l this requirement. The following implementation example illustratesthis property for the dete
tion of pa
ket dupli
ates. The re
eiver remembers the value ofthe 
lassi�
ation 
riterion of the last pa
ket forwarded to the 
lient servi
e layer. If thisvalue is larger or equal than the 
orresponding value of the 
urrent pa
ket, the pa
ket iseither a dupli
ate or late. In both 
ases, the re
eiver may safely dis
ard it. In any other
ase, the re
eiver queues the pa
ket in the bu�er and dete
ts any dupli
ates later, beforetheir delivery.A pa
ket loss is the non-arrival of a pa
ket at the re
eiver within a 
ertain time interval.This de�nition in
ludes both, pa
kets arriving outside the 
onsidered time interval andpa
kets dis
arded by the network. The dete
tion of losses also requires a unique identi�erfor ea
h pa
ket, but it should additionally enable the re
eiver to determine the numberof the missing pa
kets. Here, the timestamp option and the sequen
e number di�er. Agap in the re
eived sequen
e numbers allows the re
eiver dete
ting the number of missingpa
kets. With the sequen
e of re
eived timestamps, the re
eiver is not able to dete
tmissing pa
kets without assuming a spe
ial tra�
 pattern, e. g., deterministi
 inter-arrivaltimes.Summarizing the above arguments, the sequen
e numbers enable the reliably dete
tionof pa
ket losses, pa
ket dupli
ates and 
hanges in the pa
ket order. The remaining partof this 
hapter and the other requirements on the metri
s assume sequen
e numbers toidentify out-of-order pa
kets.3.1.2 De�nition of ReorderingThis se
tion derives the requirements on the de�nition of in-sequen
e and out-of-sequen
e
onsidering pa
ket losses. For instan
e, the sender 
ommits the following sequen
e to thenetwork: 1,2,3,4,5. The sequen
e 1,2,3,5,4 arrives at the re
eiver. The �rst three pa
ketsof both sequen
es 
orrelate, but pa
ket 4 arrives after pa
ket 5 although it departedbefore. Consequently, there are two interpretations possible, either pa
ket 4 arrives toolate or pa
ket 5 arrives too early. The last interpretation allows no distin
tion from pa
ketlosses. The re
eiver would interpret pa
ket 5 as reordered independently of a later arrivalof pa
ket 4. Consequently, the de�nition of reordering should only in
lude late pa
kets,whi
h is 
onsistent with the de�nition by Paxson in [15℄.
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ket Reordering Metri
s3.1.3 RobustnessAn important 
riterion for any metri
 is its robustness against any of the other networkanomalies. Thereby, robustness means that a lost or dupli
ate pa
ket shall not disturbthe 
al
ulation of the metri
 of further arrivals. The 
al
ulation of the metri
 should bestable and 
onverge to the same value as without the lost or dupli
ate pa
ket.An example may illustrate this requirement. For instan
e, there are two arriving sequen
es1,2,4,5,6,7,8 and 1,2,4,5,3,6,7,8. In the �rst sequen
e, pa
ket 3 does not arrive at there
eiver. It is lost. In the se
ond sequen
e, pa
ket 3 arrives after pa
kets 4 and 5. Pa
kets1,2 and 4 as well as the sequen
e after pa
ket 5 are the same in both 
ases. For thesepa
kets, any metri
 should determine the same value for both sequen
es. The only a�e
tedpa
kets are 5 and 3, whi
h should re
eive di�erent values for both s
enarios.The same applies for the o

urren
e of reordering in 
ombination with pa
ket dupli
a-tion. Consider for instan
e the sequen
es 1,2,3,4,5,3,6,7,8 and 1,2,4,5,3,6,7,8. In the �rstsequen
e, the network dupli
ates pa
ket 3, whi
h arrives after pa
ket 5 the se
ond time.The re
eiver experien
es an in-order pa
ket arrival after dis
arding the dupli
ate pa
ket 3.In the se
ond sequen
e, pa
ket 3 arrives only on
e, but after pa
ket 5. The re
eiver fa
esan in
omplete set until the arrival of pa
ket 3. Again, pa
kets 6,7, and 8 should re
eivethe same reordering values for both s
enarios to guarantee a robust metri
 
al
ulation.In addition to these network anomalies, reordering metri
s also fa
e the wrap aroundproblem. As digital systems limit the representation of the sequen
e numbers, they maywrap around from the largest value to the smallest value during a long-lasting �ow. Whena wrap around o

urs, the re
eiver fa
es large and small sequen
e numbers at the sametime, e. g., 65534,65535,0,1,2. A robust reordering metri
 has to 
ope with this behaviournot falsely determine 0,1,2 as reordered. The problem of wrap around is not unique tosequen
e numbers for reordering metri
s, but applies in any kind of sequen
e number ap-pli
ation, e. g., TCP and RTP. In general, proto
ols apply additional me
hanisms to 
opewith the wrap-around problem. For instan
e, TCP uses timestamps to dete
t sequen
enumber wrap-arounds [RFC 1323℄. Perkins proposes in [86℄ for RTP (Real Time Trans-port Proto
ol, [RFC 3550℄) an alternative. He proposes to hide the wrap-around of thesequen
e number to the appli
ation by extending the sequen
e number at the re
eiver.For this purpose, the re
eiver maintains a 
ounter to re
ord the wrap-around. As noneof the following metri
s 
onsiders the wrap-around problem in detail, all metri
s impli
-itly rely on an in�nite sequen
e number spa
e. An a
tual implementation of sequen
enumbers requires one of the above me
hanisms.Summarizing, reordering metri
s fa
e the problem of network anomalies while observing
hanges in the pa
ket order. Thus, these metri
s have to identify 
hanges in the pa
ketorder while being robust to any other network anomalies.3.1.4 Appli
ation Spe
i�
 RequirementsPa
ket reordering is 
ru
ial to appli
ations relying on in-sequen
e 
ommuni
ation. Giventhis aspe
t, reordering metri
s may provide information on the potential impa
t of pa
ket
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s 43reordering on these appli
ations. For instan
e, re
eivers observing pa
ket reordering mayre-sequen
e these pa
kets before delivering them to the appli
ation. Re-sequen
ing needsbu�er spa
e and delays delivery by a 
ertain time. Reordering metri
s indi
ating the re-quired time and bu�er spa
e allow a dimensioning of the re
eiver devi
e and an estimationof the appli
ation performan
e.One example to illustrate this requirement is the impa
t on reliable 
onne
tion servi
esof the transport proto
ol layer, e. g., the e�e
t on the Transmission Control Proto
ol(TCP, [RFC 793℄) and the Stream Control Proto
ol (SCTP, [RFC 3286℄). These servi
esneed to 
ope with pa
ket reordering and to provide me
hanisms to regain the originalsequen
e. However, these me
hanisms may degrade the provided servi
es. Consequently,reordering metri
s have to provide means to quantify this degradation.
3.1.5 Metri
 ComplexityThe last requirement on reordering metri
s is low 
omplexity in terms of 
omputationale�ort and memory 
onsumption. In general, there are two appli
ation s
enarios for re-ordering metri
s. The �rst appli
ation s
enario is an online s
enario where some networkdevi
es update the reordering metri
s online for ea
h pa
ket, i. e., on the �y. Examplesare network information 
entres, whi
h monitor these metri
s as an indi
ator for qualityof servi
e. In this 
ase, the evaluation of the reordering metri
s in the network nodesshould 
onsume minimal resour
es and leave 
omputational power to more importanttasks, e. g., pro
essing of router updates. Other examples are network simulations, wherethe evaluation of metri
s requires additional time. O�ine s
enarios represent the se
ondappli
ation s
enario for reordering metri
s. They apply the reordering metri
s o�ine onpa
ket tra
es.While the �rst s
enario requires an e�
ient 
omputation of the reordering metri
s, min-imizing memory and 
omputational power, the se
ond s
enario slightly relaxes this 
on-dition. Nevertheless, it is also desirable in the se
ond s
enario to obtain the results fromthe reordering metri
s in an e�
ient way. Summarizing, obtaining metri
s informationmust be easy implementable and resour
e e�
ient.The Landau notation (big O-notation) denotes the limiting behaviour of a fun
tion ifthe argument tends towards a parti
ular value or in�nity, e. g., O(n2) denotes squared
omplexity of a fun
tion for in
reasing n. Thereby, n may be the number of fun
tion
alls or items to pro
ess. n relates from the 
ontext of investigation. For the evaluationof reordering metri
s, a limiting s
enario often is the arrival of pa
kets in reverse order,i. e., 5,4,3,2,1. As this s
enario is very unlikely, the following evaluation of the 
omplexityfo
uses on an average e�ort for 
al
ulating the metri
s. Nevertheless, the evaluation also
onsiders limiting s
enarios.
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Figure 3.1: Appli
ation s
enario for reordering metri
s3.2 Classi�
ation of Reordering Metri
sThis se
tion 
lassi�es the related work on reordering metri
s. Most of the related workbelongs to one of the following three 
lasses: queuing analysis on reordering bu�ers andwaiting times, studies on proto
ol performan
e with respe
t to pa
ket reordering, andmeasurement and 
lassi�
ation of reordering patterns.The �rst 
lass studies the 
hara
teristi
s of a reordering bu�er fa
ing out-of-order arrivalsof pa
kets (
f. Figure 3.1). Applying queuing theory, the major obje
tives are the waitingtime 
hara
teristi
 and bu�er size requirements. These studies relate to the reorderingmodel of Chapter 4. Therefore, the later Se
tion 4.1.3 provides an overview on thesestudies and 
lassi�es them with respe
t to the model presented in this thesis.The se
ond 
lass studies the properties of appli
ation or transport proto
ols fa
ing pa
ketreordering. In most of the studies, either the pa
kets of the IP layer [87℄ or the underlyingOBS layer [22,27℄ are reordered and the impa
t on the transport and appli
ation layer ismeasured. Thereby, the fo
us lies on the proto
ol performan
e without 
onsidering thedi�erent reordering pattern in too mu
h detail. Consequently, most of the work manip-ulates the pa
ket order and measures the proto
ol performan
e. They do not provide adetailed 
hara
terization of reordering with respe
t to any metri
. Se
tion 1.2 alreadyintrodu
ed these studies and 
lassi�ed them with respe
t to the proposal of this thesis.This se
tion 
lassi�es the studies related to the third 
lass, the measurement and 
las-si�
ation of reordering events. Table 3.1 summarizes the work des
ribed in literature.The �rst 
olumn shows the name and the referen
e of the metri
 and the se
ond 
olumnprovides a short des
ription of the metri
. The following two 
olumns indi
ate the ro-bustness of the metri
s fa
ing pa
ket loss and dupli
ation. The next two 
olumns indi
atethe e�ort required to obtain the metri
s in terms of 
omputational power and memory
onsumption in Landau notation. The last 
olumn indi
ates the feasibility of an onlinemeasurement appli
ation.



3.2 Classi�
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s 45The 
lassi�
ation of the metri
s yields to four di�erent types. The �rst type 
omprisesmetri
s, whi
h provide a pre
ise de�nition of in-sequen
e and out-of-sequen
e arrivals,i. e., a de�nition of reordering. The se
ond 
lass 
hara
terizes the bu�er dimensions atthe re
eiver side to re-sequen
e pa
kets. The third 
lass in
ludes the work of severalauthors studying the performan
e of TCP with respe
t to out-of-sequen
e arrivals. Theseauthors mostly apply one of the reordering de�nitions of the �rst 
lass and propose TCPrelated measurement or performan
e analysis. For 
ompleteness, the last 
lass providesadditional reordering metri
s from the IETF.
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Robustness
Complexity

Des
ription
LossDup
l.Comp.
MemoryO
nline

Reordering
de�nitions

IETFReord
eringde�nit
ion,[RFC47
37℄De�nes
pa
ketreord
ering
YY
O(1)
O(1)Y

IETFReord
eringratio,
[RFC4737℄
Reorderingi
ndi
ator
YY
O(1)
O(1)Y

Piratla2005
,[88℄
Reorderingd
ensity
Y1 Y1
O(1+γW)

2 O(1)
Y

Gharai2004
,[89℄
De�nespa
k
etreordering
-3 -4
O(1)
O(1)N

Bu�ersize
estimation

IETFReord
eringextent
,[RFC4737
℄Bu�er
sizeestimat
ion(pa
kets
)Y
YO(C
)5 O
(C)Y

IETFByte-
o�setmetri

,[RFC4737
℄ Bu�er
sizeestimat
ion(byte)
YY
O(C)5
O(C)5 Y

IETFLateti
memetri
,[
RFC4737℄
Bu�ersizee
stimation(t
ime)
YY
O(C)5
O(C)5 Y

Piratla2007
,[13℄
Bu�er-o

up
an
ydensity
Y1 Y
O(1)
O(1)Y

TCPrelat
edmetri
s

IETFn r-reo
rdering,[RF
C4737℄
TCPdup-a

kestimation
YY
O(C)5
O(C)5 Y

Gharai2004
,[89℄
TCPdup-a

kestimation
-6 -6
-
-N

Bellardo200
2,[90℄
Reorderingd
ete
tion
--
-
-N

Luo2005,[9
1℄
TCPreorde
ringmeasur
ement
-6 -6
-6
-6 N

Jaiswal2002
,[4℄
Classi�
atio
nofreordere
dpa
kets
Y-4
-
-N

Otherreor
deringmet
ri
s

IETFGapm
etri
,[RFC
4737℄
Reorderingf
requen
y
YY
O(C)5
O(C)5 Y

IETFFreeru
nmetri
,[R
FC4737℄
Reordering

hara
teristi

YY
O(1)
O(1)Y

1 requiresre
numberingo
fpa
kets

2 
onstante
�ortplusad
ditionale�o
rtifpa
ket
isreordered,
windowsize

W

3 theyremov
edlossesfro
mtheirtra

e

4 noreports
ondupli
ate
s

5 linearwith
thenumber
ofre
orded
dis
ontinuity
events C

6 notappli
a
ble,measure
mentte
hni
que Table3.1:

Classi�
atio
nofreorderi
ngmetri
s



3.2 Classi�
ation of Reordering Metri
s 47Pa
ket seq. nr. 1 2 3 5 4 6 7Counter 1 2 3 4 5 6 7Table 3.2: Example for the reordering density metri
The next se
tions review the related work on reordering metri
s summarized in Table 3.1.They introdu
e the metri
s and evaluate their appli
ability with respe
t to robustness and
omplexity. The latter one de�nes their appli
ability in online measurement s
enarios.3.2.1 Reordering DensityIn [88, 92℄, Piratla et al. propose a formal and 
omprehensive reordering metri
 basedon the work of [93℄. They propose the reordering density metri
 to indi
ate and toquantify the displa
ement of pa
kets in a stream. Their metri
 assumes sequen
e numbersthat in
rease by one for ea
h pa
ket. At the destination node, they assume a 
ounter,whi
h in
rements by one for ea
h arriving pa
ket. If the pa
kets arrive in-order withoutany loss, the value of the arriving sequen
e number 
orresponds to the 
ounter value.Table 3.2 shows an example of the 
ounter values. The �rst pa
ket with sequen
e number1 
orresponds to the 
ounter value of 1. The same applies for pa
kets 2 and 3. Pa
ket 5is the fourth pa
ket and pa
ket 4 is the �fth pa
ket arriving. At these two positions, bothvalues di�er. These di�eren
es are the basis for the de�nition of a reordering event.3.2.1.1 De�nition of a Reordering EventThe authors de�ne a reordering event by the di�eren
e of the 
ounter and the pa
ketsequen
e number. If the 
ounter value is greater than the sequen
e number, the pa
ketis late by de�nition. The pa
ket is early by de�nition, if the 
ounter value is less thanthe sequen
e number. In both 
ases a reordering event o

urred. If the sequen
e numberequals the 
ounter value, the pa
ket is in-order. For a quantitative evaluation of pa
ketreordering in the network, they depi
t the di�eren
e between the 
ounter value and thesequen
e number in a histogram, e. g., Figure 3.2 depi
ts an example. Consequently,di�erent reordering pattern show di�erent histograms.For deterministi
 tra�
, it is possible to derive the metri
s analyti
ally. Piratla et al.show in [87℄ the analyti
 expression of their metri
 for deterministi
 tra�
 and veri�edtheir �ndings in an emulation s
enario with two paths of di�erent delays.3.2.1.2 RobustnessPa
ket losses are 
onsidered �rst. As the 
ounter for the expe
ted pa
kets in
reases
ontinuously, 
ounter and sequen
e number diverge in 
ase of pa
ket losses. This results ina 
onstant o�set for the reordering event (
f. Table 3.3). To remove this 
onstant o�set forfurther pa
ket arrivals, the authors apply a window me
hanism. The window size de�nesthe maximum number of subsequent pa
ket arrivals until the arrival of the missing pa
ket.Otherwise this pa
ket is de
lared lost. If the missing pa
ket arrives within the window,
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Figure 3.2: Sample histogram for the reordering densitythe reordering event 
al
ulation follows the pro
edure as stated above. Otherwise, there
eiver skips the lost pa
ket sequen
e number and assigns the next smallest sequen
enumber, whi
h has already arrived, to the 
ounter value.Table 3.3 shows an example for pa
ket reordering and pa
ket loss. The network droppedpa
ket 3 as visible in the �rst row. The se
ond row gives the original 
ounter value andthe third row gives the derived reordering event value, respe
tively. With a window sizeof three pa
kets, the re
eiver 
lassi�es pa
ket 3 as lost after pa
ket 6 arrived. It skipsthe sequen
e number 3 and assigns 4 to the 
ounter value (
ounter*), as 4 is the smallestsequen
e number that already arrived. With the new 
ounter value, the re
eiver 
al
ulatesthe new reordering event values leading to a zero o�set for further arrivals. Summarizing,for a stable metri
 
al
ulation in 
ase of pa
ket loss, the re
eiver has to adapt the metri
values. Otherwise, a singular event is visible at every later arrival.The 
ase of pa
ket dupli
ation is simpler to handle. In the re
eiving bu�er, the smallestsequen
e number indi
ates the next pa
ket to be transferred to the upper layer. Addi-tionally, the re
eiver re
ords the last sequen
e number transferred to the upper layer. If apa
ket sequen
e number is less or equal than the sequen
e number already transferred tothe upper layer, the pa
ket is severely delayed or a dupli
ate. In both 
ases, the re
eivermay safely dis
ard this pa
ket.3.2.1.3 Evaluation of Pa
ket Density Metri
The pa
ket density metri
 provides a measure to quantify the displa
ement of pa
ketswithin a pa
ket stream. It 
lassi�es arriving pa
kets as late or early and provides a robustpro
edure to 
al
ulate the metri
 with respe
t to pa
ket loss and pa
ket dupli
ation. Forillustration and quanti�
ation, this metri
 is visualized in histograms (
f. Figure 3.2). The
ru
ial part of any implementation is the re
eiving bu�er. The following 
onsiderationson the 
omplexity assume a bu�er size of W pla
es.
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ket seq. nr. 1 2 5 4 6 7 8 9Counter 1 2 3 4 5 6 7 8Reordering event 0 0 -2 0 -1 -1 -1 -1Counter* 1 2 4 5 6 7 8 9Reordering event* 0 0 -1 1 0 0 0 0Table 3.3: Reordering density metri
 in 
ase of lossA newly arriving pa
ket 
an fa
e two di�erent situations. In the �rst 
ase, there are pla
esin the bu�er available and the re
eiver queues the pa
ket. It 
al
ulates the metri
 value onthe di�eren
e of two integer values, the 
ounter and the sequen
e number. This pro
essshows a 
onstant e�ort per pa
ket, i. e., O(1). In the se
ond 
ase, the pa
ket may �ll-upthe bu�er and trigger the dete
tion of lost pa
kets and the re-
al
ulation of the 
ountervalue for the pa
kets in the bu�er. The e�ort for this step depends on the bu�er size W ,whi
h results in an overall 
omplexity of O(W ). The worst-
ase 
omplexity for N pa
ketsin a stream would be O(NW ), whi
h happens only if pa
kets arrive in reverse order.Therefore, the average e�ort is a more pra
ti
al measure. Let γ denote the probability ofa pa
ket fa
ing a full bu�er, then the average 
omplexity of 
al
ulating this metri
 resultsin O(N + γNW ) for a pa
ket stream of N pa
kets. The �rst term denotes the 
al
ulationof the reordering event value, while the se
ond term represents the re-assignment of themetri
s value of the bu�ered pa
kets in 
ase of pa
ket losses. The memory requirementsfor this metri
 de�ne two parts, the bu�er size and the histogram. Both remain 
onstantduring 
al
ulation. Summarizing, the required overall memory is small and 
onstant, i. e.,O(1).On average, the 
al
ulation and storage 
omplexity per pa
ket is 
onstant. S
enarios thatshow pa
ket losses or severe delays in
rease the 
omplexity slightly. In summary, themetri
 is suitable for online appli
ation. Furthermore, the metri
 
lassi�es pa
kets as lateor early. As already introdu
ed, this di�erentiation is unusual as reordering events mayonly o

ur be
ause of additional delays in the network. Therefore, an early pa
ket arrivalis hard to justify.3.2.2 Reordering Bu�er-o

upan
y DensityIn [13℄, Piratla et al. propose an additional metri
 to quantify the bu�er-o

upan
ydensity at the re
eiver. The bu�er-o

upan
y density indi
ates the o

upan
y frequen
yof a virtual bu�er at the re
eiver side. The same authors 
ompared in [85℄ their metri
proposal with the IETF metri
s of [RFC 4737℄ presented in Se
tion 3.2.5. Their proposalis do
umented in an informational RFC [RFC 5236℄, but be
ame no standard and is notobligatory.3.2.2.1 De�nitionThe bu�er-o

upan
y density 
al
ulation requires the pa
ket sequen
e number and anexpe
ted sequen
e number at the re
eiver. If Ei+1 denotes the expe
ted sequen
e number
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sPa
ket seq. nr. 1 2 5 4 6 3 7Expe
ted seq. nr. 1 2 3 3 3 7 7Bu�er o

upan
y 0 0 1 2 3 0 0Table 3.4: Example for the bu�er-density metri
and the next arriving pa
ket has sequen
e number Si+1, the following equation determinesthe value of Ei+1 based on the 
urrent arrival. Only if the expe
ted value mat
hes thearriving sequen
e number, the expe
ted sequen
e number is in
remented, otherwise itremains un
hanged.
Ei+1 = Ei + 1 if Si = Ei (3.1)Table 3.4 shows an example. After the arrival of pa
ket 2, the expe
ted sequen
e numberis 3, indi
ating that pa
ket 1 and 2 have already arrived. The value remains un
hangedduring the arrival of 5, 4, and 6 as no further pa
ket 
ontinues the sequen
e. Consequently,the re
eiver bu�ers all arriving pa
kets until the original sequen
e is 
omplete or thebu�er is full. At every pa
ket arrival, the bu�er-o

upan
y value determines the numberof pa
kets in the bu�er waiting for late pa
kets. If the pa
ket sequen
e number is largerthan the expe
ted sequen
e number, the re
eiver queues the pa
ket in the bu�er. Inthe example, the re
eiver stores pa
ket 5, 4 and 6. Based on this measure, a histogramillustrates the bu�er-o

upan
y density. To avoid in�nite bu�ering in 
ase of loss, there
eiver de�nes a maximum bu�er size to skip lost pa
kets as indi
ated in the previousse
tion.3.2.2.2 RobustnessThe robustness of this metri
 is not 
riti
al. In 
ase of a pa
ket loss, the same pro
edureapplies as in the previous se
tion. At the full bu�er state, the sequen
e number of themissing pa
ket is skipped and the expe
ted value is assigned the next larger sequen
enumber. Consequently, the metri
 remains operable fa
ing pa
ket losses.The dete
tion of dupli
ate pa
kets o

urs at the re
eiver when forwarding the pa
kets tothe upper layer. If the pa
ket sequen
e number is larger than the sequen
e number of thelast pa
ket forwarded, the pa
ket arrives as a dupli
ate and it may be safely dis
arded.The pro
edure equals to the me
hanisms of the previous se
tion. As the dupli
ate pa
ketalready 
ontributed to the metri
, this 
ontribution has to be 
an
elled to avoid errorsin the metri
 values. In a proper implementation, dupli
ate pa
kets may not a�e
t themetri
 values.3.2.2.3 EvaluationFor every pa
ket arrival, the metri
 re
ords the number of pa
kets in the bu�er. A simple
ounter implements this metri
. The 
ounter in
rements by one if the pa
ket is queued inthe bu�er. If one or more pa
kets get forwarded to the re
eiver, the 
ounter de
rementsby this number of pa
kets. Consequently, the 
omplexity per pa
ket arrival is 
onstant,
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s 51i. e., O(1). The representation of this metri
 requires a histogram, re�e
ting the densityof the bu�er o

upan
y. The e�ort to 
al
ulate the bin values is rather small and thememory 
onsumption depends linearly on the number of bins. As in the previous se
tion,the overall memory 
onsumption is 
onstant, i. e., O(1).Summarizing, the e�ort to 
al
ulate and to store the metri
 per pa
ket is 
onstant. Thepro
essing e�ort in
reases linearly with the number of pa
kets, while the memory 
on-sumption remains 
onstant independent of the number of pa
kets in the stream.3.2.3 Monotoni
 In
rease and TCP-like Metri
In [89℄, Gharai et al. study the amount of pa
ket reordering in ba
kbone networks. Theysent UDP (User Datagram Proto
ol, [RFC 768℄) �ows of di�erent length, line rate andpa
ket sizes through the Internet and tra
ed the re
eived pa
kets at the destination.Their �rst aim was to establish a link between the in
reasing line rate and the amount ofreordering. Their se
ond aim was to evaluate the observed reordering and the expe
tedTCP performan
e fa
ing the violation of dup-a
k thresholds. For this purpose, theyproposed two di�erent reordering metri
s. The �rst metri
 de�nes out-of-sequen
e arrivalsand the se
ond metri
 quanti�es the reordering pattern with respe
t to the impa
t on TCP.They applied both metri
s on re
orded tra
es and did not aim for online measurementappli
ation.3.2.3.1 De�nitionLike the previous metri
s, Gharai et al. apply monotoni
ally and 
ontinuously in
reasingsequen
e numbers to the pa
kets. For the de�nition of reordering, they use three pa
kets.Let i, j and k the arrival position of pa
kets with the sequen
e numbers Si, Sj and Sk.They de�ne that pa
ket Sk arrives out-of-order if the following expression is true:
(i < j < k) ∧ (Si < Sj) ∧ (Sj > Sk) ∀i, j, k (3.2)As the authors were interested in the impa
t of reordering on TCP, they additionallyde�ne a TCP-like metri
. They fo
used on the dupli
ate a
knowledgement threshold ofTCP des
ribed earlier in Se
tion 1.1.3.2. They assumed a dupli
ate a
knowledgementthreshold of three and de�ned a violation of the dup-a
k threshold by pa
ket i withsequen
e number Si if the following expression is true:

(Si < Si−1) ∧ (Si < Si−2) ∧ (Si < Si−3) (3.3)Literally, if there are three pa
kets with a larger sequen
e number than pa
ket i arrivingprior to pa
ket i, then pa
ket i violates the dupli
ate a
knowledgement threshold andtriggers the fast retransmit algorithm. For evaluation of TCP, they 
ount the number ofthese events to 
on
lude on the TCP performan
e.
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ket Reordering Metri
s3.2.3.2 RobustnessAs the authors were only interested in reordered pa
kets, they skipped lost pa
kets in thetra
es and re
al
ulated the sequen
e numbers of the remaining pa
kets. Additionally, theauthors do not report any pa
ket dupli
ation, whi
h was obviously not a problem; eitherbe
ause dupli
ates were impli
itly �ltered or did not o

ur. Nevertheless, this se
tionevaluates the robustness of this metri
, although the authors did not elaborate on thistopi
. Their de�nition of reordering 
orresponds in its detail to the reordering de�nitionof Se
tion 3.2.4. The evaluation of this metri
 is analogue to Se
tion 3.2.4.For the TCP-like metri
, things are di�erent. TCP sends dupli
ate a
knowledgementsfor missing pa
kets, whi
h may be either lost or reordered. If a pa
ket is lost, TCP willrespond with dupli
ate a
knowledgements in any 
ase. If none of the pa
kets is lost, themetri
 de�nition above applies. Both network anomalies have similar impa
ts on TCP,but the reordering metri
 
overs only the reordering anomaly. The authors negle
t theimpa
t of pa
ket losses. Consequently, the 
on
lusion on the TCP performan
e due topa
ket reordering may not be pre
ise enough.3.2.3.3 EvaluationThe authors apply the above metri
s o�ine on a re
orded tra
e. Therefore, the 
omplexityof the a
tual metri
 is only a minor issue in their s
enario. Nevertheless, this se
tionstudies these metri
s with respe
t to their potential appli
ability in an online s
enario.The reordering de�nition is quite simple. A pa
ket is reordered if there is a pa
ket arrivingpreviously with a larger sequen
e number than the 
onsidered pa
ket. This de�nitionla
ks the detailed information how to realize the 
omparison on the sequen
e numbers.One solution may be to introdu
e an expe
ted sequen
e number as des
ribed next. Thisexpe
ted sequen
e number may represent the largest sequen
e number already re
eived. Asingle 
omparison per pa
ket may then 
lassify a pa
ket as out-of-sequen
e or in-sequen
e.The 
omplexity of the evaluation of this metri
 is O(N) if there are N pa
kets per stream.The 
omplexity of the TCP-like metri
 is 
onstant per pa
ket. In any 
ase, the re
eiver
ompares the sequen
e numbers of the three last arrived pa
kets to the latest arrivedsequen
e number. As this pro
edure is repeated per arriving pa
ket, the 
omplexity isO(3N).3.2.4 ITU-T Y.1540 Reordering Metri
sThe ITU-T also addresses the pa
ket reordering phenomenon on IP layer in its re
om-mendation [Y.1540℄. They provide two measures, a de�nition of reordering and a pa
ketextent metri
.
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s 533.2.4.1 De�nition of Reordering and Extent Metri
The ITU-T assumes sequen
e numbers and an expe
ted sequen
e number 
ounter at there
eiver. The expe
ted sequen
e number is the sequen
e number of the next expe
tedpa
ket. They de�ne the expe
ted sequen
e number and in-order and out-of-order pa
ketarrivals the following way:- A pa
ket arrives in-order, if the sequen
e number of the arriving pa
ket is equalor greater than the next expe
ted sequen
e number. In this 
ase, the re
eiverin
rements the next expe
ted sequen
e number by one.- A pa
ket arrives out-of-order, if the sequen
e number of the arriving pa
ket is lowerthan the next expe
ted sequen
e number. The next expe
ted sequen
e numberremains un
hanged.Furthermore, they de�ne the reordering ratio as the fra
tion of re
eived reordered pa
ketsto the total number of re
eived pa
kets. Pa
kets with a smaller sequen
e number thanthe expe
ted value arrive reordered by de�nition. The ITU-T de�nes the displa
ementof the pa
ket in relation to its original position as extent. Measures for the extent maybe bytes, time, or pa
kets. In addition to the ITU-T, the IETF standardizes this metri
formally in [RFC 4737℄. Se
tion 3.2.5 will introdu
e it in detail.3.2.4.2 RobustnessThe 
ounter for the expe
ted sequen
e number in
reases only for pa
kets with a larger orequal sequen
e number. Consequently, a lost pa
ket results in a skipped sequen
e numberin the 
ounter sequen
e. The 
ounter value requires no adaptation in 
ase of losses; itsimplementation is quite simple and robust against future in-order arrivals.The ITU-T does not elaborate on the arrival of dupli
ate pa
kets, but the followingarguments help to understand the problem. The dete
tion of pa
ket dupli
ates may followthe same prin
iples as in Se
tion 3.2.2.2. If the sequen
e number of the pa
ket forwardedto the upper layer is larger than the 
onsidered sequen
e number, the pa
ket is late ordupli
ate. In this 
ase, the re
eiver may 
al
ulate the reordering metri
 also for dupli
atepa
kets in the same way as explained above. Then, the evaluation of the metri
 takes pla
ebefore the delivery to the upper layer and the pa
ket loss. Summarizing, the 
al
ulationof the metri
 with respe
t to pa
ket dupli
ates is robust, but in
ludes pa
kets, whi
h maybe dis
arded later on. To avoid errors, the re
eiver may ex
lude dupli
ate pa
kets fromthe metri
 evaluation. As the extent metri
 is similar to the metri
 proposed by the IETFin Se
tion 3.2.5, its robustness is evaluated there.3.2.4.3 EvaluationThe pa
ket reordering de�nition of the ITU-T is quite simple. To determine if a pa
ketarrives reordered, it requires only a single 
omparison with the next expe
ted value 
ounter
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sat the re
eiver. The e�ort to 
hara
terize a pa
ket shows the 
onstant 
omplexity of O(1).Chara
terizing all pa
kets of a stream requires O(N), if there are N pa
kets in the stream.Consequently, this metri
 is appli
able in an online measurement s
enario. The evaluationof the 
omplexity of the proposed extent metri
 is addressed in the Se
tion 3.2.5.3.2.5 IETF RFC 4737 Reordering Metri
sIn [RFC 2330℄, the IETF de�nes a framework for IP performan
e metri
s. Based onthis framework, the IETF standardized metri
s to 
lassify out-of-sequen
e pa
kets in IPnetworks in [RFC 4737℄. This Internet standard in
ludes a de�nition of pa
ket reorderingand provides a number of metri
s to 
hara
terize out-of-sequen
e patterns in detail.Like previous metri
s, their metri
s rely on two fundamental 
on
epts: sequen
e numbersfor ea
h pa
ket and an expe
ted sequen
e number at the re
eiver. The sender assigns amonotoni
ally in
reasing sequen
e number to ea
h pa
ket. The re
eiving node maintainsan expe
ted value of the next sequen
e number to arrive. With this framework, the IETFde�nes in-order and out-of-order arrivals as well as the following metri
s: reordering ratio,reordering extent and related metri
s, freerun metri
s, and a TCP related metri
. Thenext se
tion introdu
es these metri
s in detail.3.2.5.1 De�nition of ReorderingThe IETF and the ITU-T share the same assumptions for sequen
e numbers and ex-pe
ted sequen
e numbers at the destination. The sour
e node assigns ea
h pa
ket asequen
e number. The sequen
e numbers in
rease monotoni
ally. At the destination nodea three tuple (i, s[i], s′[i]) 
hara
terizes ea
h pa
ket arrival. Index i gives the arrivingpa
ket position at the destination. s[i] denotes the sequen
e number and s′[i] denotes theexpe
ted sequen
e number of the pa
ket with index i. Like the ITU-T, they distinguishtwo 
ases for the value of s′[i].
s[i] < s′[i] : pa
ket i arrives reordered. s′[i] remains un
hanged, i. e., s′[i+ 1] = s′[i].
s[i] ≥ s′[i] : pa
ket i arrives in-order and s′[i+ 1] = s[i] + 1.Literally, a pa
ket arrives out-of-sequen
e if there is at least one pa
ket with a largersequen
e number arriving prior to it. The �rst pa
ket of a �ow is always in-order byde�nition.3.2.5.2 Reordering RatioThe reordering ratio represents the ratio of the reordered pa
kets to the total number ofre
eived pa
kets. It indi
ates reordering in a network and may advise the evaluation offurther reordering metri
s. Let ÑP be the number of reordered pa
kets at the destinationand NP the number of total arrivals, then the reordering ratio be
omes R = ÑP/NP .
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s[i] 2 4 6 7 3 5 8 9
s′[i] 2 3 5 7 8 8 8 9Reordered - - - - Y Y - -
ei - - - - 3 3 - -Bu�er size - 1 2 3 2 - - -Table 3.5: IETF RFC 4737 reordering metri
s3.2.5.3 Reordering Extent Metri
The pa
ket extent metri
 estimates the bu�er pla
es needed to restore pa
ket order at there
eiver. It equals the number of pa
ket arrivals between the pa
kets nominal in-orderposition and the pa
kets a
tual arriving position. For an in-order pa
ket, the reorderingextent is unde�ned. Formally, the extent ei for a reordered pa
ket i is

ei = i−min
j<i

{j : s[j] > s[i]} (3.4)Table 3.5 illustrates this metri
. The �rst row gives the position in the arrival sequen
e.The se
ond row gives the arriving pa
ket sequen
e number. The third row indi
ates thenext expe
ted value and the fourth row indi
ates whi
h pa
ket arrives reordered a

ordingto the de�nition. In this example, only pa
kets 3 and 5 arrive reordered as they fa
e alarger expe
ted value 
ounter. The �fth row depi
ts the 
al
ulated reordering extent valuefor a reordered pa
ket and the last row denotes the a
tual number of pa
kets in the bu�er,assuming a 
omplete in-sequen
e delivery.The reordering extent is only de�ned for reordered pa
kets. Pa
kets 2,4,6,7 are in-orderper de�nition and show an unde�ned extent value. While for pa
ket 5 the reorderingextent metri
 determines a ne
essary bu�er size of 3, the a
tual bu�er size would be onlytwo, as the re
eiver forwards pa
ket 4 as soon as pa
ket three has arrived. Consequently,the extent metri
 overestimates the required bu�er size for 
ertain arrivals. A modi�
a-tion of the reordering extent metri
 algorithm improves the algorithm and removes theoverestimation. The new de�nition of the extent metri
 without overestimation be
omes:
e′i =

i−1∑

j=ie

{s[j] where s[j] > s[i]} (3.5)Literally, the modi�ed extent metri
 de
rements the original extent metri
 by 1 for ea
hsequen
e number larger than s[i]. This approa
h yields to the true bu�er size for anyreordering pattern at the re
eiver. It is 
omparable to the proposal by Piratla et al. inSe
tion 3.2.2. Both show the same 
omplexity in 
al
ulation. This topi
 is dis
ussed inthe evaluation se
tion. The following metri
s base on the reordering extent metri
 andderive related measures for out-of-order arrivals.3.2.5.3.1 Latetime metri
While the extent metri
 
al
ulates the o�set of a pa
ket in terms of pa
kets, the latetimemetri
 determines the extent in time. If dt(s[i]) denotes the arrival time of pa
ket s[i] at
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sthe destination, the following de�nes the latetime metri
 lt(s[i]) of pa
ket s[i].lt(s[i]) = dt(i)− dt(i− e) (3.6)The time to wait until an in-order forwarding is possible equals the di�eren
e of the arrivalinstan
es of the pa
ket determined for the reordering extent i − e and the pa
ket itself.The latetime metri
 estimates the waiting time in the bu�er before forwarding. As thismetri
 relies on the extent metri
, it also overestimates the time for playout. Repla
ingthe term dt(i − e) by the modi�ed term of the extent metri
 leads to the 
orre
t bu�ertime.3.2.5.3.2 Byte-o�set metri
In parallel to the latetime metri
 and the extent metri
, the byte-o�set metri
 determinesthe re
eiver bu�er size in terms of bytes. If bo(s[i]) denotes the byte o�set metri
 andpl(s[i]) the payload of pa
ket i, it is de�ned by the following equation:bo(s[i]) = i−1∑

j=i−e

{pl(s[j]) where s[j] > s[i]} (3.7)Literally, the byte-o�set a

umulates the payload sizes from pa
kets waiting in the bu�erdue to pa
ket extents. This metri
 
orresponds to the 
orre
ted extent metri
, indi
atingthe real bu�er size in byte.3.2.5.4 Gaps Between Dis
ontinuitiesA pa
ket arrives in-order if s[i] ≥ s′[i]. If the sequen
e number ex
eeds the next expe
tedsequen
e number, the next expe
ted sequen
e number in
reases depending on the arrivingsequen
e number. For instan
e, in Table 3.4 the next expe
ted value skips the value of 4be
ause of the in-order arrival of pa
ket 5. This 
reates a sequen
e dis
ontinuity in thesequen
e of arriving sequen
e numbers. The sequen
e dis
ontinuity indi
ates a missingpa
ket, whi
h may be lost or will arrive later. The position of a dis
ontinuity is markedwith a ′, i. e., i′ and j′. In the following example i′ > j′ holds.The gap metri
 and the gaptime metri
 measure the interval between these dis
ontinuityevents in units of pa
kets and time. The formal de�nition of the gap requires a dis
onti-nuity event for pa
ket i′ and pa
ket j′ without an intermediate dis
ontinuity event. Thenthe next equations show the gap metri
 and the gaptime metri
. To avoid 
onfusions forthe �rst pa
ket, the equations distinguish two 
ases.gap(s[j′]) = {i′ − j′ if s[j′] > 0

0 otherwise (3.8)gaptime(s[j′]) = {dt(i′)− dt(j′) if s[j′] > 0

0 otherwise (3.9)
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kets arrive with seq. nr. s){ p++;/* s is in-order */if (s >= NextExp) thenr++;a++;/* s is reordered */else q+= r*r;r = 0;x++;}

r the run 
ounter, the number of in-order pa
ket arrivals between twosu

essive out-of-order pa
kets,
a the total number of in-order pa
kets,
x the number of reordered pa
kets,
q the sum of the squares of the run
ounter and
p the number of arrived pa
kets (p =

a + x).Table 3.6: Pseudo 
ode of the freerun metri
sLiterally, the gap metri
 measures the number of pa
ket arrivals between su

essive dis-
ontinuity events. The gaptime metri
 measures the time between these events. Forevaluation purposes, a histogram of the gap and gaptime metri
 may illustrate the fre-quen
y of the gap values.
3.2.5.5 Freerun Metri
sCompleting the metri
 proposals of the previous se
tion, the freerun metri
 
hara
terizesthe number of su

essive in-order arrivals. This metri
 quanti�es the variability of out-of-order pa
ket arrivals. A small mean value indi
ates frequent reordering events, while alarge mean value points to rare reordering events. Besides the mean value, the variation ofthis metri
 gives deep insights into the reordering pattern. The pseudo 
ode in Table 3.6de�nes the appli
ation of these variables. Ea
h in-order pa
ket arrival in
rements the run
ounter r. If the arriving pa
ket is out-of-order, the square of r 
umulates in q and rre
eives the value 0. Ea
h out-of-order arrival in
rements the 
ounter x, whi
h representsthe absolute amount of reordered pa
kets. Based on these measures, the IETF proposesthe following metri
s. The per
ent of reordered pa
kets is (x/p) · 100%. The averagefree run without an out-of-order pa
ket arrival is ā = a/x. The 
ounter q indi
ates thevariation of the free run metri
. The relation of q/a and ā, i. e., q/a

a/x
, quanti�es thisvariation.The next example illustrates the ne
essity of the last metri
 to di�erentiate spe
ial re-ordering patterns. [RFC 4737℄ 
onsiders two pa
ket arrival sequen
es of 36 pa
kets ea
h.Sequen
e 1 in
ludes 36 pa
kets with 3 runs of length 11, i. e., after 11 pa
kets one re-ordered pa
ket arrives. Sequen
e 2 in
ludes 36 pa
kets with 3 runs, 2 of them of length 1and one of length 31, i. e., the reordered pa
kets arrive with only one pa
ket in between.Then a sequen
e of 31 in-order pa
kets follows. The following two 
olumns depi
t the
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svalues of the reordering metri
s of both sequen
es.Sequen
e 1 Sequen
e 2
p = 36 p = 36

x = 3 x = 3

a = 33 a = 33

q = 3 ∗ (11 ∗ 11) = 363 q = 1 + 1 + 961 = 963

ā = 11 ā = 11
q

a
= 11

q

a
= 29.18

q/a

a/x
= 1.0

q/a

a/x
= 2.65The reordering metri
s di�er in the 4th and the last two rows. The variability dominatesthe fra
tion q/a and its relation to a/x. The left 
olumn des
ribes a harmoni
 and periodi
reordering 
ase, whereas the right 
olumn quanti�es an asymmetri
 peak reordering event.The parameter r distinguishes both 
ases and serves as a parameter to study the in�uen
eon long lasting 
onne
tions using, e. g., TCP. Long lasting TCP 
onne
tions are relevantbe
ause of the slow-start or fast retransmit algorithms, TCP may apply. Then, TCPredu
es its sending window, whi
h redu
es the throughput and de
reases performan
e.3.2.5.6 TCP Relevant Metri
The IETF TCP relevant metri
 quanti�es the violation of the TCP dupli
ate a
knowl-edgement threshold. It de�nes that a nr-reordered pa
ket triggers nr dup-a
ks. If thereis a set of nr pa
kets dire
tly pre
eding pa
ket i and s[i] is less than the sequen
e numberof ea
h of these pa
kets, nr dup-a
ks are triggered. Formally, pa
ket i is nr-reordered ifthe following 
ondition holds:

s[j] > s[i] ∀j ∈ {k : i− nr ≤ k < i, k ∈ N} (3.10)A

ording to the de�nition in Eq. (3.10), it is obvious that every 2-reordered pa
ket isalso 1-reordered. For an illustration of this metri
, a density fun
tion of the maximumpossible nr value may be applied, i. e., max{nr} of (3.10). Table 3.7 depi
ts an example ofthis metri
. The �rst row indi
ates the arrival sequen
e, while the se
ond row depi
ts thesequen
e number. The third row indi
ates the maximum nr-reordering metri
. Pa
ket 5fa
es two pa
kets 6, 7 with larger sequen
e numbers dire
tly before it and 
onsequentlyre
eives a nr-reordering value of 2. Pa
ket 3 fa
es three pa
kets 6, 7, 5 with a largersequen
e number and re
eives a value of 3. For pa
ket 4 the situation is di�erent. Thereis no pa
ket with a larger sequen
e number dire
tly before it.The nr-reordering metri
 indi
ates the number of possible dupli
ate a
knowledgements forTCP as well as for SCTP and DCCP, [RFC 2960,RFC 4340℄. The IETF drafts re
ommenda value of three for the dupli
ate a
knowledgement threshold of these transport layerproto
ols. Thus, this metri
 provides a quantitative measure for possible retransmission.Note that this metri
 gives a hypotheti
al upper bound for TCP retransmissions, as the
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s 59i 1 2 3 4 5 6 7 8
s[i] 2 6 7 5 3 4 8 9Reordered - - - Y Y Y - -
nr - - - 2 3 0 - -Table 3.7: IETF RFC 4737 nr-reordering metri
equations do not 
onsider the feedba
k me
hanisms of TCP. The feedba
k me
hanismsof TCP redu
e the sending rate if it experien
es pa
ket loss or pa
ket reordering. With aredu
ed sending rate, the experien
ed reordering may vanish due to 
hanges in the tra�

hara
teristi
 of the sender.3.2.5.7 RobustnessThis se
tion studies the robustness of the above metri
s with respe
t to the networkanomalies of pa
ket reordering and pa
ket dupli
ation. For the de�nition of reordering,the same arguments hold as in Se
tion 3.2.4. A lost pa
ket does not interfere with thede�nition of reordering, as the expe
ted sequen
e number in
rements 
ontinuously anda pa
ket is determined as reordered only on basis of the relation between a
tual andexpe
ted sequen
e number. Dupli
ate pa
kets may 
hange the metri
 values before theyare dis
arded.The remaining metri
s are robust against pa
ket losses sin
e they only 
onsider the arrivalposition rather than the a
tual sequen
e number. All dependen
ies on the sequen
enumbers are relative and do not rely on any spe
i�
 sequen
e number. Consequently,these metri
s are stable with respe
t to missing pa
kets. The 
ase of pa
ket dupli
ationagain requires additional e�ort at the re
eiver side. The re
eiver needs to implementme
hanisms to avoid erroneous reordering metri
s due to dupli
ate pa
kets. As introdu
edbefore in this se
tion, the metri
 standardized by the IETF is robust against pa
ket lossand dupli
ation.3.2.5.8 EvaluationThe IETF reordering metri
s aim to quantify the amount of pa
ket reordering in an onlinemeasurement s
enario. Consequently, the metri
s should enable e�
ient 
omputation.The 
omplexity to determine if a pa
ket is reordered has already been dis
ussed in theprevious se
tions. The algorithm only requires a 
omparison of the sequen
e number withthe next expe
ted value.The 
omputation of this metri
 requires knowledge on the last sequen
e number arrived.As reordered pa
kets are the results of dis
ontinuity events, it is su�
ient to store thelast dis
ontinuity events instead. At a dis
ontinuity event, the arriving sequen
e numberis larger than the expe
ted sequen
e number.The data stored for dis
ontinuity events in
lude the sequen
e number of ea
h reorderedpa
ket, the arrival time and the number of arrived pa
kets up to this moment. For
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sea
h reordered pa
ket, the re
eiver sear
hes the list of dis
ontinuity events to �nd theappropriate referen
e sequen
e number to satisfy Eq. (3.4). The lo
ation of the sequen
edis
ontinuity provides the basis for the extent value, the latetime and the byte-o�setmetri
. The overall 
omplexity to 
al
ulate these metri
s in
reases with the number ofdis
ontinuity events. If a pa
ket arrives reordered and �lls a gap of a dis
ontinuity event,the implementation may remove the dis
ontinuity event from the list. This redu
es theaverage number of entries in this list.The byte-o�set metri
 requires detailed knowledge of the pa
kets in
luding their payloadsize. For this metri
, the re
eiver has to maintain a bu�er to store this information.For ea
h reordered pa
ket, the re
eiver sear
hes the bu�er and 
al
ulates the requiredbu�er size ne
essary for re-sequen
ing. During the same operation, the re
eiver mayalso 
al
ulate the modi�ed extent metri
 of Eq. (3.4). The pro
edure des
ribed here isequivalent to the te
hniques of Se
tion 3.2.2. The 
omplexity in
reases with the bu�ersize M and results in a 
omplexity of O(N + γNM) for ea
h pa
ket of the �ow size N . γis the probability of a pa
ket to fa
e a full bu�er.For ea
h dis
ontinuity event, the gap metri
 requires the pre
eding dis
ontinuity event.The 
al
ulation of this metri
 redu
es to a simple di�eren
e in pa
ket arrival numbersand timestamps. The memory 
onsumption is 
onstant, as the re
eiver only stores thelast dis
ontinuity event. In O-notation this results in O(1).Table 3.6 shows the 
omplexity of the freerun metri
. It in
ludes 
ontinuous updates andresets of 
ounters. At the end of a stream, the re
eiver may 
al
ulate the relations ofsele
ted 
ounters on
e. Summarizing, the memory 
onsumption and the 
omplexity inthe evaluation are 
onstant per pa
ket arrival, i. e., O(1).The remaining TCP-related metri
 requires an e�ort 
omparable to the byte-o�set metri
.There the re
eiver needs to store a 
ertain number of the last pa
kets arrived. If a pa
ketis reordered, the re
eiver sear
hes this list from the end until it �nds a smaller sequen
enumber. Consequently, the memory 
onsumption grows linearly with the size of the list
W , i. e., O(W ). For sear
hing a linear list, the e�ort is also about O(W ).3.2.6 TCP Spe
i�
 Metri
sThis se
tion introdu
es other appli
ation spe
i�
 reordering metri
s proposed in the lit-erature. They all fo
us on TCP, either determining its throughput or using TCP asmeasurement instruments to evaluate pa
ket reordering in the network. In the followingparagraphs, the term reordering metri
 broadens as the fo
us shifts towards the impa
tof the transport proto
ol TCP.In [94℄, Laor et al. study the impa
t of pa
ket reordering on TCP. For this, they reorderedpa
kets within a stream. Their reordering setup involved two parameters. The �rstparameter denotes the number of pa
kets to skip, while the se
ond denotes the numberof pa
kets to let pass. With this setup, they evaluated the TCP performan
e related todi�erent parameterizations. They got insights into the TCP behaviour, but the setup



3.3 Con
luding Remarks on Pa
ket Reordering Metri
s 61does not allow variable reordering patterns. They also do not provide a metri
s de�nitionto 
lassify the reordering pattern pre
isely.In [90℄, Bellardo et al. propose an a
tive measurement te
hnique to reliably estimate theamount of reordering in a network. They 
lassify a TCP segment as reordered if it arriveslater than expe
ted. This is similar to the reordering de�nition de�ned earlier. However,they do not provide a formal des
ription of this de�nition and la
k a quanti�
ation of anyother reordering 
hara
teristi
. As a measurement tool, they use a TCP implementation.They study the TCP behaviour at the 
lient side and quantify the amount of reorderingusing an arbitrary TCP server. Additionally, they distinguish forward and ba
kward pathreordering.In addition to the work by Bellardo, Luo et al. propose in [91℄ four a
tive measurementte
hniques using TCP. They are able to distinguish all four possible reordering events (out-of-order/in-order in forward/ba
kward dire
tion) while applying the reordering de�nitionby Bellardo and others on the in
reasing sequen
e number. Thus, they provide no new�ndings on reordering metri
s but fo
us their work on the appli
ation of TCP to dete
treordering in ba
kward and forward dire
tion.In [4℄, Jaiswal et al. 
lassify pa
ket reordering in ba
kbone IP links. They point out threedi�erent reasons for retransmissions in
luding retransmission timeout, fast retransmit, orpa
ket dupli
ation. They provide a methodology to identify the reason for out-of-sequen
epa
kets from a tra
e by using the header information of the IP and TCP proto
ols. Astheir fo
us has been on TCP only, they did not propose any metri
 to 
lassify out-of-sequen
e patterns with respe
t to other proto
ols or properties.In [95℄, Mellia et al. analyse network anomalies (pa
ket reordering and dupli
ation) withrespe
t to a TCP tra
e. They logged the TCP/IP header of pa
kets of a TCP 
onne
tionin both dire
tions to re
ord data as well as a
knowledgements. Their proposal in
ludes aheuristi
 s
heme to 
lassify the expe
ted anomalies in network dupli
ates, pa
ket reorder-ing, unne
essary retransmissions by the retransmission timeout, fast retransmit or �ow
ontrol. This requires re-engineering the TCP sta
k of the end-systems. They assumedstandard 
onform implementations, whi
h is in general not appli
able as ea
h proto
olversion and operating system shows slight di�eren
es.3.3 Con
luding Remarks on Pa
ket Reordering Metri
sPrevious se
tions have introdu
ed and 
lassi�ed the proposals for reordering metri
s pro-vided in literature. The large number of publi
ations in this �eld indi
ates a ne
essity to
lassify and to standardize metri
s for 
hanges in the pa
ket sequen
e in a 
on
ise way.As the standardization bodies ITU-T and IETF attended to this topi
 by re
ommenda-tions and RFCs, they laid the bases for 
omprehensive studies. These standards enableproto
ol performan
e studies under reprodu
ible 
onditions using a statisti
al des
riptionof reordering pattern.This thesis uses the metri
s as de�ned by the IETF, i. e., reordering de�nition, reordering
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sratio, reordering extent and nr-reordering metri
 to evaluate reordering in pa
ket-basednetworks. The reordering extent metri
 determines the bu�er size at the re
eiver neededto re-sequen
e pa
kets. The nr-reordering metri
 indi
ates the e�e
t on the TCP pro-to
ol or any other proto
ol implementing TCP-like feedba
k me
hanisms. This metri
serves as an indi
ator for the expe
ted proto
ol performan
e. The remaining metri
s relyindire
tly on the extent metri
 or the nr-reordering metri
. The detailed investigation onthe remaining metri
s is out-of-s
ope of this thesis. The next se
tions 
on
entrate on theanalyti
 derivation of both metri
s with respe
t to 
ertain tra�
 models.



4 A Novel Analyti
 Reordering Model
This 
hapter imposes a novel analyti
 reordering model for the des
ription of burst andpa
ket reordering patterns. This 
hapter �rstly introdu
es the requirements of a reorder-ing model and the relation between burst and pa
ket reordering in networks showingpa
ket assembly. Besides the model of this thesis, literature proposes a large numberof queuing models to des
ribe the reordering phenomenon. The �rst se
tion presentsa review on the related work on reordering models. It highlights the di�eren
es of theprevious work and this thesis.The se
ond se
tion introdu
es the prin
iple stru
ture of the queuing model proposed inthis thesis. It represents a disordering network of parallel queuing systems, whi
h is ableto 
hange the pa
ket sequen
e. Besides the queuing model, this se
tion also presents theequivalent simulation model, whi
h validates the analyti
 �ndings. The introdu
tion tothe methodology to analyse the proposed model 
loses the se
ond se
tion.The third se
tion presents the major 
ontribution of this 
hapter. It provides the formalanalysis of the queuing model for two sele
ted tra�
 models, i. e., deterministi
 andprobabilisti
, i. e., Poisson tra�
. It derives the reordering ratio, reordering extent metri
and the nr-reordering metri
 for burst level. It turns out that the reordering model fordeterministi
 tra�
 serves as an upper bound for the reordering ratio (
f. Se
tion 5). Thisse
tion illustrates the �ndings with the results of the simulation model.The last se
tion derives the pa
ket reordering metri
s in a network showing pa
ket assem-bly, i. e., hierar
hi
al reordering. These metri
s depend on the burst reordering metri
s aswell as the pa
ket per burst distribution. Additionally, it reviews the di�erent pa
ket perburst distributions depending on the assembly s
heme. Also for hierar
hi
al reordering,this se
tion validates the �ndings with the simulation model.4.1 Introdu
tionThis se
tion introdu
es the generi
 reordering s
enario des
ribing hierar
hi
al pa
ket re-ordering. Thereby, pa
ket assembly enables hierar
hi
al reordering if the underlying net-work te
hnology implements multi-path routing. It introdu
es the network s
enario aswell as the requirements on the formal des
ription of a reordering model. 63
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 Reordering Model4.1.1 Requirements on Formal Reordering ModelsChapter 2 showed manifold te
hni
al realizations, whi
h may lead to pa
ket reordering,e. g., multi-path routing. On an abstra
t view, an out-of-sequen
e arrival of two arbitrarypa
kets may only o

ur if two network parameters 
orrelate, i. e., the pa
ket inter-arrivaltime and the pa
ket delay. The next paragraph formulates the mathemati
al equivalentfor this 
ondition.The formal analysis 
onsiders two pa
kets, pa
ket I with sequen
e number i and pa
ket
J with sequen
e number j where i < j. The random inter-departure time between pa
ket
I and pa
ket J is TIJ . In a reordering s
enario, ea
h pa
ket re
eives a di�erent delay D,where d > 0 on the path from sour
e to destination. Pa
ket I re
eives the random delay
DI , while pa
ket J re
eives the random delay of DJ . A

ording to the IETF de�nition ofreordering in [RFC 4737℄ and Se
tion 3.2.5, pa
ket I arrives out-of-sequen
e with respe
tto pa
ket J if the following equation holds:

dI > dJ + tIJ , where dI , dJ ≥ 0, tIJ > 0 (4.1)Literally, pa
ket I arrives after pa
ket J if its delay is larger than the delay of pa
ket
J together with the inter-departure time. Eq. (4.1) shows the fundamental prin
ipleof reordering in the network. It 
ombines two network parameters, the network delaypa
kets experien
e and the tra�
 
hara
teristi
 (i. e., inter-arrival time). Only if bothparameters 
orrelate, an out-of-sequen
e arrival may o

ur. Summarizing, any reorderingmodel requires both parameters for an analysis of the emerging reordering pattern.4.1.2 Hierar
hi
al Pa
ket ReorderingThis se
tion introdu
es brie�y the relation between burst reordering and pa
ket reorderingand the fundamental pro
edure to obtain both. S
enarios, whi
h show pa
ket aggregation,produ
e reordered pa
kets, if the bursts 
arrying these pa
kets arrive out-of-sequen
e. Theremainder of this thesis denotes this pro
ess as hierar
hi
al pa
ket reordering as reorderingo

urs on di�erent layers, i. e., burst and pa
ket layer.Hierar
hi
al pa
ket reordering may only o

ur if two 
onditions are ful�lled. First, an as-sembly pro
ess assembles pa
kets into bursts and se
ond the bursts arrive reordered at thedestination. As the assembly pro
ess is independent of the subsequent burst reordering, itis possible to study both requirements independently of ea
h other. The assembly pro
essde�nes the number of pa
kets per burst and the burst reordering de�nes the reorderingpattern of the bursts. Taking both results together enables the 
al
ulation of the pa
ketreordering metri
s. As the pa
ket reordering metri
s represent a transformation of theburst reordering metri
s, this thesis �rst studies the burst reordering metri
s and se
ondderives the pa
ket reordering metri
s in Se
tion 4.4.1.4.1.3 Related Work on Disordering NetworksThe resear
h 
ommunity studies the problem of out-of-sequen
e pa
ket arrivals sin
e the�rst times of pa
ket-based networks. They were motivated by the devi
es, whi
h expe
t
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Figure 4.1: Generi
 model for re-sequen
ingpa
kets in-order but fa
e out-of-order arrivals due to any 
ommuni
ation network. Foran in-order delivery they introdu
e a re-sequen
ing bu�er. Figure 4.1 depi
ts an abstra
tmodel of this environment. It is similar to the �rst �gure in [96℄. The disordering net-work represents the 
ommuni
ation network, whi
h may 
hange the pa
ket order. There-sequen
ing bu�er stores these pa
kets but forwards them only in-sequen
e to the subse-quent queuing network. The 
hallenging problem is the relation between the disorderingnetwork and the bu�er. Subje
t of resear
h are the additional waiting time in the bu�erand the bu�er size itself. Various studies apply methods of the queuing theory with spe-
ial syn
hronization 
onstraints, i. e., in-order delivery to the queuing network. The nextparagraph highlights sele
ted publi
ations in this area.Queuing theory models the disorder network as an A/B/C system (using Kendalls nota-tion) with �rst-in �rst-out (FIFO) s
heduling prin
iple. Therein, A represents the arrivalpro
ess, B the servi
e pro
ess and C the number of parallel servers. The 
hoi
e of A, Band C may produ
e out-of-sequen
e arrivals. Therein, a ne
essary 
ondition for C is thatit must be larger than 1, otherwise no reordering o

urs1. An alternative is that severalmodels operate in parallel. Then the number of parallel servers is also greater than 1.The major 
ontribution of these studies is the analysis of the end-to-end waiting timeand the waiting time in the re-sequen
ing bu�er to satisfy syn
hronization 
onstraints.Besides the time aspe
ts, also the size of the re-sequen
ing bu�er was subje
t to queuingtheoreti
al studies. Table 4.1 provides an overview on these studies. The �rst 
olumndepi
ts the applied model, the se
ond the referen
e and the third 
olumn gives a shortdes
ription of the �ndings. As this list is neither 
omplete nor exhaustive, the reader isreferred to Ba

elli et al., who provide in [96℄ a broad survey on these studies and their�ndings. Sele
ted publi
ations in
lude the studies of Xia, Jean-Marie, Chowdhury, Harrusand Yum.Xia et al. model in [97℄ the feedba
k me
hanism of ARQ in 
ase of reordering. They modelthe disordering network as a D/GI/∞ model. For the random servi
e time distribution,they 
hoose the negative exponential and Pareto distribution. Their model was able todetermine the waiting time distribution as well as the required bu�er size for both delaydistributions.Jean-Marie et al. analyse in [98℄ the sorjourn time and the re-sequen
ing delay of Kparallel M/GI/1 systems. They found their model 
onverging to a M/GI/∞ model if thenumber of parallel system in
reases and the probabilities to join one of the K models areequally distributed.Chowdhury analyses in [99℄ the inter-dependen
e between the mean re-sequen
ing andtotal delay and the number of severs K of an M/H2/K two-stage hyperexponential model.1Non-FIFO servi
e prin
iples may also enable reordering with only one single server
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 Reordering ModelHe 
al
ulates the mean delay a reordered pa
ket has to wait.Harrus et al. analyse in [100℄ the properties of an M/G/∞ model. They fo
us on thereordering delay, the number of pa
kets in the re-sequen
ing bu�er and the total sojourntime. Thereby, they propose an approximation for the general model to obtain thesemeasures. Later, Ba

elli et al. propose in [101℄ an improved approximation avoidingbulk arrivals after leaving the re-sequen
ing bu�er.In [102℄, Yum et al. analyse an M/M/K model as a potential disorder network. Theyfound the distributions for the total time and the waiting time to re-sequen
e the out-of-order pa
kets. Additionally, they observe a larger 
oe�
ient of variation of the tra�
leaving the re-sequen
ing bu�er then entering the re-sequen
ing bu�er.In general, these studies fo
us on spe
ial queuing models of the disordering network andderive or approximate the relevant metri
s of the waiting time and the bu�er size forre-sequen
ing. These queuing theoreti
al analyses require a dire
t 
oupling between thearrival pro
ess and the servi
e pro
ess. Thus, ea
h 
ombination of both pro
esses requiresa new queuing model and a new analysis. In proto
ol engineering, the pa
ket arrival pro-
ess mostly 
annot be des
ribed by an a

urate model (ex
eptions are 
onstant bitratetra�
 for instan
e). Consequently, engineering requires simple and robust reorderingmodels, whi
h enable broader statements and potential worst-
ase estimations indepen-dent of the tra�
 model. Besides this, the analysis on the waiting time and the bu�ersize is insu�
ient for proto
ol engineering to derive the impa
t on the proto
ol perfor-man
e. As they approa
h the problem from a queuing theoreti
al approa
h, they miss the
lassi�
ation and appli
ation of spe
ial reordering metri
s. The absen
e of metri
s doesnot allow re-engineering the reordering patterns to parameterize any network emulationfor pa
ket reordering. Some proto
ol studies, i. e., TCP, require the exa
t des
ription onthe reordering pattern, e. g., nr-reordering metri
, for a 
omprehensive dis
ussion on theperforman
e.The model presented in the next se
tion 
loses this gap. It provides an analyti
 modelto evaluate the exa
t reordering pattern for sele
ted tra�
 models and enables worst-
ase estimations for any other tra�
 model. Starting from a given reordering pattern,the model is also able to derive the parameters for network emulation to reprodu
e thereordering pattern for proto
ol engineering. Thereby, the reprodu
ed reordering patternis independent of the pa
ket arrival 
hara
teristi
. The idea of the reordering model aswell as some early �ndings have already been published by the author in [103�106℄.4.2 Reordering ModelThe previous se
tions introdu
ed the three major parameters of a disordering network:the arrival pro
ess, the servi
e pro
ess and in 
ase of hierar
hi
al reordering the pa
ket perburst distribution. The novel model presented in this se
tion introdu
es a new 
oupling ofthese three parameters and applies 
ombinatorial mathemati
s to determine the reorder-ing metri
s of pa
kets and bursts. The proposed model 
orresponds to m + 1 parallel



4.2 Reordering Model 67Disorderingnetwork model Referen
e Studies onD/GI/∞ Xia et al., [97℄ Bu�er size and waitingtime for neg. exp. andPareto delay distribution.K × M/GI/1 Jean-Marie et al., [98℄ Bu�er size, waiting timedistributionsM/H2/K Chowdhury et al., [99℄ Mean waiting timeM/M/∞ Kamoun et al., [107℄M/G/∞ Harrus et al., [100℄, Ba

elli et al.,[101℄ Bu�er size, waiting time,system o

upan
yM/M/K Yum et al., [102℄ Total and re-sequen
ingdelay distributionsTable 4.1: Related work on Disordering Networks
·/D/∞ systems, where m is the number of parallel queuing servers and · represents eitherdeterministi
 or Poisson arrivals (
f. Figure 4.2). The servi
e pro
ess is deterministi
.The �rst se
tion introdu
es this theoreti
 queuing model for the disordering network. Itshows the 
orrelation between the inter-arrival time of the arrival pro
ess and a dis
reteservi
e time. The se
ond se
tion introdu
es the 
orresponding simulation model of thequeuing model. It serves as a referen
e for the analyti
 �ndings. The last se
tion imposesthe novel methodology to derive the reordering metri
s on the novel disordering network.The following se
tions use the term burst to identify a single datagram. The datagrammayrepresent one blo
k of data, i. e., pa
ket, frame, aggregate. Later se
tions on hierar
hi
alreordering di�erentiate the terms pa
ket and burst.4.2.1 Queuing Model of the Disordering NetworkThis se
tion presents the disordering network, i. e., the reordering model. Figure 4.2depi
ts the novel reordering model (disordering network) applied in this thesis. Themodel 
onsists of m+1, m ∈ N0 alternative bran
hes, i. e., abstra
t links l. Ea
h abstra
tlink lk represents an abstra
t end-to-end path showing a di�erent delay Dk. Besides this,
l0 shows no extra delay. In a network, this may relate to the shortest path from sour
eto destination node. Dk a

umulates delays resulting from di�erent paths from sour
e todestination, i. e., multi-path routing or 
ontention resolution s
hemes in OBS. Startingfrom a 
ontinuous end-to-end delay distribution, ea
h Dk dis
retises the distribution.Consequently, Dk is a dis
retisation of the experien
ed end-to-end delay in a network.On ea
h abstra
t link, an in�nite number of servers with a deterministi
 servi
e timerepresent this delay. Summarizing, ea
h abstra
t link represents a ·/D/∞ model, withdi�erent D per link, i. e., Dk.At the beginning of the disordering network, a random splitting pro
ess de
ides for ea
hburst, whi
h path to take. Thereby, the probability to follow an abstra
t link di�ers. pk
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Figure 4.2: Disordering networkdenotes this probability to follow abstra
t link lk. Ea
h burst follows independently one ofthese abstra
t links randomly. The probability re�e
ts the distribution of the end-to-enddelay of a 
ertain end-to-end 
onne
tion.The arguments of the previous se
tion (
f. Eq. (4.1)) yielded to the 
orrelation of theinter-arrival time and the delay of two subsequent bursts. This queuing model obeys this
orrelation and de�nes a basi
 delay unit ∆. The basi
 delay unit ∆ equals the meaninter-arrival time, i. e., ∆ = E [TIJ ]. Further studies later in this thesis show that this as-sumption enables worst-
ase 
onsiderations as well as enables a suitable parameterizationof any network emulation. The 
hoi
e of ∆ approximates the original end-to-end delaydistribution. For small ∆, the model approximates the original end-to-end distribution.Starting from abstra
t link 0 with no additional delay, the �rst abstra
t link delays aburst by ∆. The kth abstra
t link delays the burst by k∆, i. e., Dk = k∆. Consequently,a 3-tuple (k, pk, k∆), 0 ≤ pk, 0 ≤ k ≤ m 
hara
terizes ea
h abstra
t link lk: the linknumber k, the probability pk to follow lk and the burst delay k∆ as an integer multipleof the basi
 delay unit ∆. Further the law of total probability holds for all abstra
t links:
∑m

k=0 pk = 1.If network emulation implements this model, it is ne
essary to determine the laten
yand the bu�er requirements of this model. This reordering model in
reases the laten
ybe
ause of the extra delays, i. e., the servi
e time of an abstra
t link. The next paragraphdetermines the mean laten
y of this queuing model as well as the mean number of burstsin the system, i. e., total required bu�er size. The mean inter-arrival time of the in
oming
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Figure 4.3: Simulation modeltra�
 is E [T ] = 1/λ if λ is the mean arrival rate. A bursts following path i re
eives anadditional delay of i∆ a

ording to the de�nition of the reordering model. This burstsfollows path i with probability pi. Averaging over all paths the mean laten
y for madditional delay links, the expe
ted mean value for the laten
y W results in
E [W ] = ∆

m∑

i=1

pi i (4.2)Little's Law (E [L] = λE [W ]) estimates the mean of the random number of bursts L inthe model to:
E [L] =

∆

E [TIJ ]

m∑

i=1

pi i =

m∑

i=1

pi i (4.3)The mean number of bursts in the system simpli�es as the arrival rate and the basi
delay unit 
orrelate. Consequently, the number of bursts in the system only depends onthe distribution of the probabilities p. Another aspe
t of the model is its stability withrespe
t to the tra�
 rate. For stable operation of the system the following equation musthold: E [W ] /E [TIJ ] < 1.4.2.2 Reordering Simulation ModelThis se
tion brie�y introdu
es a simulation model, whi
h implements the disorderingnetwork of the previous se
tion. This simulation model veri�es the analyti
 �ndingsof the queuing model. Additionally, the following se
tions refer to simulation resultsobtained with this model. Figure 4.3 depi
ts the simulation model. It 
onsists of twopa
ket generators at the left, the queuing model in the middle and sinks at the right.The model allows both, to simulate reordering on a single layer as well as hierar
hi
alreordering in
luding burst and pa
ket reordering. The model visualizes this property bytwo swit
hes on both sides of the queuing model with (1) and (2), respe
tively.
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 Reordering ModelIf both swit
hes are in position (1), the simulation model enables single layer reorderingstudies. The pa
ket generator G1 
reates pa
kets, whi
h follow a de�ned tra�
 model(pa
ket length and inter-arrival time). The generated pa
kets �rst meet a probabilitydemultiplexer, where the pa
kets follow ea
h output with a 
ertain probability. Thedemultiplexer realizes the random splitting pro
ess of the model. Ea
h port of the mul-tiplexer 
onne
ts to a server, whi
h shows the same deterministi
 servi
e time as in themodel. The number of servers is in�nite. After the delay unit, a multiplexer 
ombinesthe di�erent abstra
t links together to one output port. Finally, the multiplexer 
onne
tsto a sink to terminate the pa
kets. A reordering meter (reo meter 1) re
ords the pa
ketsequen
es before entering the abstra
t links and after the abstra
t links. It implementsthe IETF reordering metri
s of Se
tion 3.2.5 and its results serve as the major 
riteria forvalidating the analyti
al �ndings.If both swit
hes are in position (2), a study of hierar
hi
al reordering is feasible, too. Thepa
ket generator G2 
reates pa
kets following a 
ertain tra�
 model. These pa
kets meetan assembly unit, whi
h assembles pa
kets to bursts. The a
tual number of assembledpa
kets depends on the assembly strategy and the pa
ket tra�
 
hara
teristi
s. Besidesothers, it implements the assembly strategies based on time, size and the 
ombination ofboth. Köhn and Hu des
ribe in [108℄ the assembly unit with its fun
tionality and basi
me
hanisms. Similar to the �rst s
enario, the bursts meet the abstra
t links. At the endof the abstra
t links, they meet the disassembly unit releasing the assembled pa
kets. Fora pre
ise study of the reordering pattern on the pa
ket layer, a se
ond reordering meter(reo meter 2) re
ords the pa
ket arrival pattern between the generator and after the burstdisassembly unit. Finally, the pa
kets terminate in the sink.A 
lassi�
ation of the simulation parameters leads to the three major parameters: tra�
model for the generators, (optional) burst assembly strategy and parameterization of thequeuing model. The tra�
 models in
lude the parameterization and the 
on�guration ofthe pa
ket generator units, inter-arrival time and pa
ket length distribution, respe
tively.The burst assembly pro
ess requires an assembly pro
ess and the parameters of it, timerand/or size thresholds, respe
tively. The parameters of the queuing network require thenumber of abstra
t links and the basi
 delay unit as well as the probability distributionamong these links.4.2.3 Applied MethodologyThis se
tion imposes the methodology to analyse the queuing model of Se
tion 4.2.1.Figure 4.4 depi
ts the resulting reordering s
enario of the disordering network with m = 4alternative links. The bursts enter the disordering network from right to left. The arrowsindi
ate the relative 
hange of their position at the destination. The distan
e between theoriginal and the new position indi
ates the delay of the abstra
t links. The evaluation ofthe reordering pattern 
onsiders one sele
ted burst, i. e., the test burst. All 
onsiderationsin
lude the position of the test burst and all the other bursts. Thereby, any of the otherbursts may serve as a test burst, too. The �gure highlights the test burst at the splittingpoint. For 
larity, the �gure shows only the possible delays of the test burst, but any otherburst may also follow 
ertain abstra
t links and re
eive additional delays. This reordering
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Figure 4.4: Reordering pro
esss
enario introdu
es four kinds of bursts:1. The test burst. Without loss of generality, its sequen
e number s is s = 0. The se-quen
e number also serves as a referen
e number to identify the burst. The analyti
model 
al
ulates the reordering metri
s for the test burst, with respe
t to all otherbursts.2. Bursts departing later but arriving earlier than the test burst be
ause of the delayof the test burst (grey).3. Bursts departing and arriving earlier than the test burst and bursts departing andarriving later than the delayed test burst (white).4. The lo
ated burst. It is a spe
ial burst, whi
h shows a larger sequen
e number thanthe test burst. Besides this, it always arrives at the lo
ation earlier than the testburst. This property makes it a referen
e burst required for the reordering metri
sreordering extent and nr-reordering metri
.Depending on the arrival pro
ess of the bursts, it is possible to 
al
ulate expli
itly thereordering metri
s: reordering ratio, reordering extent and nr-reordering of Se
tion 3.2.5.The next se
tion provides the analyti
 expression of these metri
s for deterministi
 andPoisson tra�
.4.3 Appli
ation for Sele
ted Tra�
 ModelsUp to now, no assumptions were made on the tra�
 model of the reordering modelex
ept the existen
e of a mean value. The next two se
tions 
al
ulate expli
itly theIETF reordering metri
s of Se
tion 3.2.5 for deterministi
 and Poisson tra�
 models,respe
tively. Se
tion 4.3.2.2 elaborates on an extension towards generi
 tra�
 models.Chapter 5 will show that the deterministi
 tra�
 model serves as upper bound for the
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Figure 4.5: Deterministi
 tra�
 modelexpe
ted amount of reordering in a network. This �nding enfor
es the ne
essity to 
onsiderthe reordering model with respe
t to the deterministi
 tra�
 model.4.3.1 Deterministi
 Tra�
 ModelThis se
tion analyses the queuing model of Se
tion 4.2.1 and applies the terminology ofSe
tion 4.2.3. Inhere, the burst arrival pro
ess shows a 
onstant inter-arrival time, i. e.,
E [TIJ ] = tC = ∆. This may result from a time based assembly strategy if the pa
ketarrival rate is su�
iently large [46℄. In this s
enario, the delay per abstra
t link lk is
∆k = k tC = k∆. The model identi�es the bursts by their sequen
e number s. As theburst delay is proportional to the 
onstant inter-arrival time ∆, the remainder of this
hapter abbreviates a delay of d∆ time units by d bursts. The next three se
tions showthe 
al
ulation of the reordering metri
s of Se
tion 3.2.5, i. e., the reordering probability,the reordering extent and the nr-reordering metri
.4.3.1.1 Reordering ProbabilityA

ording to Chapter 3 on reordering metri
s, the test burst (s = 0) arrives out-of-sequen
e if the following 
ondition holds: At the destination, there appears prior to thetest burst at least one burst with sequen
e number s > 0. Consequently, the reorderingprobability is a 
onditioned probability of (a) that the test burst follows any abstra
t link
dt > 0 and (b) that there is at least one burst arrival with larger sequen
e number thanzero before the test burst. Condition (a) assumes an arbitrary burst delay of dt. Then,there are dt 
andidate bursts, whi
h may a

omplish 
ondition (b) if they are not delayed.One may derive the probability of (b) by the 
omplementary probability, that none of the
dt bursts arrives earlier than the test burst. The random variable of the test burst delay
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 Models 73is Dt. The random variable B denotes a burst arrival before the test burst. Then theprobability that the 
andidate burst j, 0 < j ≤ dt does not a

omplish 
ondition (b) is
Pr(B = 0|Dt = dt, J = j) =

∑m
k=dt−j+1 pk. The sum of probabilities represents all possibleabstra
t links, whi
h lead to a later arrival than the test burst. This sum 
onsiders theprobabilities of the abstra
t link delays as well as the lo
ation of the burst j.The joint probability that none of the 
andidate bursts a

omplishes 
ondition (b) atthe same time is Pr(B = 0|Dt = dt) =

∏dt
j=1Pr(B = 0|Dt = dt, J = j). The produ
t
onsists of a joint probability of all bursts for a later arrival than the test burst. If

Pr(B = 0|Dt = dt) does not a

omplish 
ondition (b) (as all dt bursts arrive later thanthe test burst), then due to the law of total probability the 
omplementary probabilitydoes. The reordering probability for deterministi
 tra�
 C results in
Pr(C) =

m∑

dt=1

pdt (1− Pr(B = 0 |Dt = dt))

=

m∑

dt=1

pdt

(

1−
dt∏

j=1

m∑

k=dt−j+1

pk

) (4.4)The outer sum 
onsiders all possible abstra
t links of the test burst with the 
orrespondingprobability. Within the bra
kets, the 
omplementary distribution 
onsiders the jointprobability of no burst arrival before the test burst. The reordering probability equalsthe reordering ratio, whi
h denotes the ratio of bursts arriving out-of-sequen
e.Figure 4.5 visualizes the pro
edure. The test burst follows abstra
t link 8 and arrivesoriginally after burst 8. The test burst is 
onsidered only out-of-sequen
e if at least oneburst from 1 to 8 arrives before the test burst. Contrary, if bursts 1 to 8 arrive later thanthe test burst, the test burst arrives in-order. The probability that burst 1 arrives laterthan the test burst is the sum of probabilities of abstra
t link 7 and beyond. Burst 2arrives later than the test burst if it follows abstra
t links 6, 7, up to m. Burst 8 arriveslater than the test burst if it does not follow abstra
t link 0. The produ
t of these sumsof probabilities results in Eq. (4.4).4.3.1.2 Reordering Extent Metri
This se
tion 
al
ulates the probability distribution of the reordering extent. The extentequals the number of burst arrivals between the lo
ated burst and the test burst. For-mally, the extent ei for a reordered burst at arrival position i at the destination followsfrom Eq. (3.4).
ei = i−min

j<i
{j : s[j] > s[i]} . (4.5)Therein, the nominal in-order position is 
hara
terized by the smallest j, where the 
orre-sponding sequen
e number s[j] is larger than the sequen
e number of the burst at position

i. The name of this spe
ial burst j is lo
ated burst as it indi
ates the �rst burst out of asequen
e of bursts, whi
h have a larger sequen
e number than the test burst.
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 Reordering ModelA

ording to this de�nition, the sequen
e number of the lo
ated burst is s = f where
0 < f ≤ dt. The lo
ated burst may also follow an abstra
t link of length dl, where thedelay obeys the following inequality as the lo
ated burst arrives always before the testburst: 0 ≤ dl < dt + f . The bursts with sequen
e number 0 < s < f and the bursts withsequen
e number f +1 < s ≤ f +dl, in 
ase of a delayed lo
ated burst, arrive earlier thanthe lo
ated burst.Figure 4.5 depi
ts this s
enario for a test burst delay of dt = 8 and the lo
ated burst
f = 3. The latter re
eives an additional delay of dl = 2. Note that the �gure extends thea
tual delay to denote the order of the burst arrivals in 
ase those two bursts arrive afterthe same burst. If f = 3 be
omes the lo
ated burst, it has to satisfy the 
ondition of alo
ated burst a

ording to Chapter 3. In this example, the bursts with sequen
e number
1 and 2 as well as 4 and 5 need to arrive later then burst 3: 1 and 2 be
ause of theirsmaller sequen
e number; 4 and 5 be
ause of the 
ondition of the smallest burst indexwith a larger sequen
e number than the test burst. The evaluation of the burst extentrequires the following three random events. The �gure also shows these random events:Random event F applies to the lo
ated burst,Random event E applies to bursts arriving later than the lo
ated burst and prior tothe test burst and thus de�ne the extent,Random event B applies to bursts, whi
h have to arrive later than the lo
ated burstdue to the ne
essary 
ondition of the lo
ated burst.A

ording to these random events, the following list 
lassi�es the bursts with respe
t totheir sequen
e number (
f. Figure 4.5).
s < 0 bursts with sequen
e number smaller than 0 may arrive later than thelo
ated burst, and thus, 
ontribute to the extent. Event E applies.
0 < s < f for bursts with sequen
e number smaller than f but larger than zero,both events E and B apply. These bursts may 
ontribute to the extentbut overall they arrive later than the lo
ated burst f , due to the 
onditionof the lo
ated burst.
f < s ≤ f + dl if the lo
ated burst f is delayed, too, the events E and B apply for thebursts between the lo
ated burst and the test burst.
f + dl < s ≤ dt bursts whi
h originally arrive later than the lo
ated burst but prior tothe test burst 
ontribute to the extent, event E applies.The next se
tions evaluate the probabilities of these random events.
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ation for Sele
ted Tra�
 Models 754.3.1.2.1 Random event EBursts with sequen
e number s ≤ dt 
ontribute to the extent if they arrive later thanthe lo
ated burst and prior to the test burst. The probability of a burst with sequen
enumber s arriving later than the lo
ated burst and prior to the test burst depends on itslo
ation S, the delay of the test burst Dt, the lo
ated burst F and its possible delay Dl.The probability for a burst with sequen
e number s, whi
h arrives later than the lo
atedburst but prior to the test burst, is Pr(B = 1|S = s,Dt = dt, F = f,Dl = dl). Herein,the random variable B represents the burst arrival B = 1 prior to the test burst andafter the lo
ated burst, otherwise B = 0. The shorter form p1s(dt, f, dl) abbreviates thisprobability. Eq. (4.6) de�nes it as sums of probabilities where ea
h sum represents theprobability to arrive later than the lo
ated burst but prior to the test burst.
p1s(dt, f, dl) =







∑dt−s
κ=f−s pκ, if s < 0 and dl = 0;

∑dt−s−1
κ=f−s pκ, if 0 < s < f and dl = 0;

p0 +
∑dt−s−1

κ=1 pκ, if f < s ≤ dt and dl = 0;
∑dt−s

κ=f+dl+1−s pκ, if s < 0 and dl 6= 0;
∑dt−s−1

κ=f+dl+1−s pκ, if 0 < s ≤ f + dl and dl 6= 0;

p0 +
∑dt−s−1

κ=1 pκ, if f + dl < s ≤ dt and dl 6= 0;

0, otherwise. (4.6)
For instan
e, Figure 4.5 on page 72 
onsiders the burst with sequen
e number s = −1.The probability that this burst arrives after the lo
ated burst f = 3, whi
h follows ldlwith dl = 2 is p7 + p8. If burst s = −1 follows link l6 it arrives prior to the lo
ated burst.If burst s = −1 follows link l9 it arrives later than the test burst.4.3.1.2.2 Random event BRandom event B applies to bursts with s > 0, whi
h originally arrive prior to the lo
atedburst. These bursts must not arrive prior to the lo
ated burst as a ne
essary 
ondition ofthe lo
ated burst. With the appli
ation of the law of total probability, the probability ofevent B is derived by its 
omplementary Pr(B) = 1− Pr(B̄).Therein, Pr(B̄) denotes the probability of a burst arrival for a spe
i�
 burst prior to thelo
ated burst. This probability depends on the original lo
ation S of the burst and thelo
ated burst F and its delay Dl. The expression Q(B = 1|S = s, F = f,Dl = dl) =
q1s(f, dl) denotes this. The random variable B indi
ates the burst arrival prior to thelo
ated burst. Eq. (4.7) shows the probabilities q1s(f, dl) for all bursts whi
h apply forrandom event B.

q1s(f, dl) =







1−
∑f−s−1

κ=0 pκ, if 1 ≤ s < f and dl = 0;

1−∑f+dl−s
κ=0 pκ, if 1 ≤ s ≤ f + dl and dl 6= 0; and s 6= f

1, otherwise. (4.7)This again results in sums of probabilities indi
ating a non-arrival before the test burst.



76 Chapter 4. A Novel Analyti
 Reordering Model4.3.1.2.3 Conditional random events B and EEvent B is a ne
essary 
ondition for the bursts with a smaller sequen
e number than thelo
ated burst. These bursts also apply event E as depi
ted in Figure 4.5. This resultsin a 
onditional probability for these bursts 
ontributing to the extent. The probabilitythat these bursts 
ontribute to the extent (event E) is 
onditioned by event B. This
onditional probability results in:
Pr(E|B) =

Pr(B,E)

Pr(B)
=

Pr(E)

Pr(B)
=

Pr(E)

1− Pr(B̄)
(4.8)The joint probability Pr(B,E) is equal to the probability Pr(E) as event E in
ludesrandom event B as well. With the previous expressions p1s(dt, f, dl) (
f. Eq. (4.6)) and

q1s(f, dl) (
f. Eq. (4.7)), the 
onditional probability leads to: p∗1s(dt, f, dl) = p1s(dt,f,dl)
q1s(f,dl)

.4.3.1.2.4 Random event FEa
h of the bursts with sequen
e number s in 0 < s ≤ dt may serve as the lo
ated burst.The sequen
e number of the lo
ated burst is f . The lo
ated burst re
eives a delay of
dl with probability pdl . The ne
essary 
ondition for the lo
ated burst is the arrival ofbursts with sequen
e number 0 < s < f later than the lo
ated burst f . This ne
essaryprobability depends on the position/sequen
e number F and the delay Dl of the lo
atedburst. The ne
essary 
ondition for the lo
ated burst is:

Pr(F |F = f,Dl = dl) =

dl+f
∏

s=1

Q(B = 1 |S = s, F = f,Dl = dl) =

dl+f
∏

s=1

q1s(f, dl) (4.9)This joint probability requires a later arrival of bursts, whi
h departed earlier than thelo
ated burst. It 
onsiders all bursts with sequen
e numbers between 1 and the sequen
enumber of the lo
ated burst plus its delay.4.3.1.2.5 Reordering extentWith the above probability distributions for the various random events, the reorderingextent distribution is easy to derive. Pr(E = e |Dt = dt, F = f,Dl = dl) denotes theprobability of E burst arrivals between the lo
ated burst and the test burst: therein, the
onditions are the delay of the test burst Dt and a lo
ated burst at position F with adelay Dl.The next step 
onsiders the probability of every potential burst to 
ontribute to the extent.The burst arrivals prior to the test burst and after the lo
ated burst are independentof ea
h other. The 
omposite of the number of burst arrivals forming the extent is ajoint probability experiment. The dis
rete 
onvolution of the probabilities of all burstsleads to the estimated probability of above. To 
al
ulate the 
onvolution, the probabilitygenerating fun
tion (GF) is applied. Pr(B = 1|S = s,Dt = dt, F = f,Dl = dl) denotes
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ation for Sele
ted Tra�
 Models 77the probability that burst s 
ontributes to the extent. The probability generating fun
tionfor this distribution be
omes:
Gs,dt,f,dl(z) =

1∑

i=0

pis(dt, f, dl) z
i

=

{

p0s(dt, f, dl) + p∗1s(dt, f, dl) z if 0 < s ≤ f + dl

p0s(dt, f, dl) + p1s(dt, f, dl) z otherwise (4.10)The produ
t of the GF of all bursts arriving prior to the test burst determines the GF ofthe distribution of burst arrivals after the lo
ated burst and prior the test burst.
smin =

{

f + dl −m if dl = 0

f + dl −m+ 1 otherwise
Gdt,f,dl(z) =

dt∏

s=smin

Gs,dt,f,dl(z)

(4.11)The probability distribution fun
tion be
omes Pr(E = e |Dt = dt, F = f,Dl = dl) by thederivation of the GF of the joint experiment:
Pr(E = e |Dt = dt, F = f,Dl = dl) =

1

e!

∂e

∂ze
Gdt,f,dl(z)

∣
∣
∣
∣
z=0

∀e > 0 (4.12)The 
omputational e�ort of the produ
t in Eq. (4.12) and the derivation in Eq. (4.11) is re-laxed by two less expensive steps. In Eq. (4.11) the eth derivation gives the eth 
oe�
ientof the polynomial Gdt,f,dl(z). The Cau
hy produ
t de�nes this 
oe�
ient in Eq. (4.12).The probability distribution of the reordering extent 
onsiders every 
ombination of thetest burst delay Dt, the lo
ation of the lo
ated burst F and its delay Dl. Together theyform a triple sum.
Pr(E = e) =

m∑

dt=1

dt∑

f=1

(dt−f−1)+
∑

dl=0

pdt pdl Pr(F |F = f,Dl = dl)

Pr(E = e− 1 |Dt = dt, F = f,Dl = dl)

(4.13)The outer sum represents the possible delay Dt of the test burst. The middle sum repre-sents the position of the lo
ated burst F . The inner sum represents the delay Dl of thelo
ated burst. The three sums en
lose a produ
t of four fa
tors. The �rst fa
tor denotesthe delay probability of the test burst. The se
ond fa
tor denotes the delay probability ofthe lo
ated burst. The third fa
tor represents the 
onditional probability of the lo
atedburst Eq. (4.9). The last fa
tor quanti�es the probability of e− 1 burst arrivals betweenthe lo
ated burst and the test burst Eq. (4.11). The lo
ated burst a

ounts to the overallextent e.4.3.1.3 Nr-reordering Metri
This se
tion derives the 
omplementary 
umulative distribution fun
tion (

df) of the nr-reordering metri
 of Se
tion 3.2.5. The test burst arrives nr-reordered at the destination
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 Reordering Modelif there are at least nr subsequent burst arrivals with s > 0 prior to the test burst. Thisde�nition a

ounts for two 
onditions: (a) that the test burst re
eives an extra delay and(b) that the sequen
e of nr burst arrivals with s > 0 at the destination ex
ludes anyarrival of bursts with sequen
e number s < 0.The �rst burst of this sequen
e is the lo
ated burst with sequen
e number f . The lo
atedburst f re
eives a delay of dl. The probability of nr − 1 burst arrivals between thelo
ated burst and the test burst is Pr(B = nr − 1|Dt = dt, F = f,Dl = dl, S > 0).Note that only bursts with s > 0 
ontribute to the extent. The probability of no burstarrivals with sequen
e number s < 0 between the lo
ated burst and the test burst is
Pr(B = 0|Dt = dt, F = f,Dl = dl, S < 0).The probability that a burst with sequen
e number s arrives later than the lo
ated burstbut prior to the test burst depends on its lo
ation S and the delay of the test burst Dtand the lo
ated burst F and its delay Dl. Eq. (4.6) gives the individual probability. Withhelp of Eq. (4.10), Eq. (4.12) and Eq. (4.11), one 
an 
al
ulate both probabilities.

Pr(B = 0 |Dt = dt, F = f,Dl = dl, S < 0) = Gs<0,dt,f,dl(0) (4.14)
smin =

{

f + dl −m if dl = 0

f + dl −m+ 1 otherwise (4.15)
Gs<0,dt,f,dl(z) =

−1∏

s=smin

Gs,dt,f,dl(z) (4.16)
Pr(B = nr |Dt = dt, F = f,Dl = dl, S > 0) =

1

nr!

∂nr

∂znr
Gs>0,dt,f,dl(z)

∣
∣
∣
∣
z=0

(4.17)
Gs>0,dt,f,dl(z) =

dt∏

s=1

Gs,dt,f,dl(z) (4.18)Eq. (4.14) gives the probability of no burst arrival between the lo
ated burst and thetest burst for bursts with sequen
e numbers s < 0. Eq. (4.17) gives the probability ofexa
tly nr − 1 burst arrivals with a larger sequen
e number than the test burst s > 0between itself and the lo
ated burst. Putting both results together, leads to the 

df ofthe nr-reordering metri
 of Eq. (4.19). The stru
ture is similar to Eq. (4.13) ex
ept forthe dependen
e on the sequen
e number of the burst arrivals.
Pr(Nr > nr) =

m∑

dt=1

dt∑

f=1

(dt−f−1)+
∑

dl=0

pdt pdl Pr(B = nr|Dt = dt, F = f,Dl = dl, S > 0)

Pr(B = 0|Dt = dt, F = f,Dl = dl, S < 0) (4.19)The outer sum 
onsiders all possible delays of the test burst. The middle sum 
onsidersthe possible positions of the lo
ated burst, while the inner sum refers to the potentialdelays of the lo
ated burst. The �rst two fa
tors denote the probabilities to re
eive a
ertain delay, while the third fa
tor assume a 
ertain number of bursts with s > 0 beforethe test burst. The last fa
tor prohibits any arrival of bursts with s < 0 in the 
onsideredinterval of the test burst delay.
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Figure 4.6: Poisson tra�
, splitting pro
ess4.3.2 Probabilisti
 Tra�
 ModelsThis se
tion applies the reordering model on probabilisti
 tra�
 models. One probabilisti
tra�
 model is the Poisson model with negative exponentially distributed inter-arrivaltimes. For this tra�
 model, this se
tion 
omputes the IETF reordering metri
s fordeterministi
 tra�
 as the previous se
tion. As this tra�
 model is rather simple anddoes not represent generi
 tra�
 
onditions, the se
ond se
tion argues on an extensiontowards other probabilisti
 tra�
 models.4.3.2.1 Poisson Tra�
 ModelThis se
tion 
al
ulates the reordering metri
s of the previous se
tion for Poisson arrivals.Poisson arrivals show a negative exponentially distributed inter-departure time. Figure 4.6depi
ts the tra�
 at the splitting point of Figure 4.4 and the resulting tra�
 on the variousabstra
t links. The s
enario equals a point pro
ess of the burst arrivals at the splittingpoint. In the �gure, the �rst time axis shows the origin burst departure pro
ess with thetest burst s = 0 (highlighted). The random variable of the inter-departure time is T . Theprobability distribution fun
tion of this inter-departure time is F (t) = 1 − exp (−λ t),with mean rate λ = 1/E [T ]. The se
ond time axis shows the burst arrival pro
ess ofbursts following abstra
t link l0, i. e., they do not re
eive any additional delay. Theremaining two time axis depi
t the point pro
ess of bursts following abstra
t link l1 or l2,respe
tively. Bursts on these abstra
t links re
eive an additional delay and arrive laterthan originally s
heduled (dashed lines). The superposition of abstra
t links l0 . . . l2 leads



80 Chapter 4. A Novel Analyti
 Reordering Modelto the experien
ed arrival order at the destination on the bottom time axis.Joining an abstra
t link lj with probability pj forms a random splitting pro
ess. Asa result, the burst inter-arrival time Tj on link lj is also negative exponentially dis-tributed [109℄. Consequently, the probability density fun
tion of the inter-departure timefor link lj be
omes fj(t) = λj exp (−λj t), where λj = pjλ.The 
al
ulation of the metri
 requires two spe
ial points in time on the time axis (bottomrow of Figure 4.6). The �rst one, the origin, 
orresponds to the arrival of the test burst
s = 0 at the destination. The se
ond one is the arbitrary point in time t, t > 0. Thesequen
e numbers of bursts departing before the test burst are s < 0, while the sequen
enumber of bursts departing after the test burst are s > 0.The interval [0, t] is divided on the arrival axis as well as on the abstra
t links lj intotwo intervals [0, τ) and [τ, t]. The fo
us is on the probability distribution fun
tion of therandom number Xj of burst arrivals on link lj in the time interval [τ, t]. Bursts originallydeparting in the interval [τ − j∆, t − j∆] arrive in the interval [τ, t] if they follow link
lj. The probability distribution of the number of burst arrivals of link lj in [τ, t] follows aPoisson distribution:

p
[τ,t]
j (xj) =

(λj(t− τ))xj

xj !
e−λj(t−τ) (4.20)At the destination, the bursts on the individual abstra
t links are superposed together.The set J represents all abstra
t links superposing the bursts at the destination. Thesuperposition of burst arrivals Xj within the interval [τ, t] forms a random experiment.The random variable of the number of burst arrivals X is a sum of random variables, i. e.,

X =
∑

j∈JXj . The probability distribution of X is the result of the dis
rete 
onvolutionof the probability distributions of all Xj. The probability generating fun
tions help toapply the 
onvolution on all Xj. The GF of Xj per abstra
t link and for the resultingrandom variable X be
omes:
G

[τ,t]
j (z) =

∞∑

i=0

p
[τ,t]
j (i) zi (4.21)The GF of X be
omes the produ
t of the GF per abstra
t link:

G[τ,t](z) =
∏

j∈J

G
[τ,t]
j (z) (4.22)The su

essive derivation of the GF G[τ,t](z) identi�es the probability distribution p

[τ,t]
x ofthe random variable X of the superposition:

p[τ,t]x =
1

x!

∂x

∂zx
G[τ,t](z)

∣
∣
∣
∣
z=0

. (4.23)The derivation of the reordering metri
s, espe
ially, the nr-reordering metri
 requires thedistin
tion of the bursts a

ording to their sequen
e number. In the observed interval
[τ, t], bursts may arrive with sequen
e number s > 0 and s < 0 dependent on the abstra
tlink lj and the size of the interval [τ − j∆, t− j∆]. There are three 
ases to distinguish:
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 Models 811. If (0 < τ − j∆)∧ (0 < t− j∆) bursts with sequen
e number s < 0 do not arrive inthe interval [τ, t].2. If (0 > τ − j∆) ∧ (0 < t− j∆) bursts with sequen
e number s < 0 as well as with
s > 0 arrive in the interval [τ, t].3. If (0 > τ − j∆)∧ (0 > t− j∆) bursts with sequen
e number s > 0 do not arrive inthe interval [τ, t].The total number of burst arrivals in [τ, t] 
an be 
lassi�ed by the sequen
e number. Forbursts with s < 0, there are Lj bursts, for bursts with s > 0, there are Kj bursts in [τ, t].The probability distributions of Lj and Kj for the previous three 
ases are with respe
tto Eq. (4.20):

p
[τ,t]
j,s<0(Lj) =







p
[τ,t]
j (Lj), if (τ − j∆ < 0) ∧ (t− j∆ < 0)

p
[τ−j∆,0]
j (Lj), if (τ − j∆ < 0) ∧ (t− j∆ > 0)

0, otherwise (4.24)
p
[τ,t]
j,s>0(Kj) =







p
[τ,t]
j (Kj), if (τ − j∆ > 0 ∧ t− j∆ > 0)

p
[0,t−j∆]
j (Kj), if (τ − j∆ < 0 ∧ t− j∆ > 0)

0, otherwise (4.25)The probability distributions of Lj and Kj take into a

ount the abstra
t link number andthe position of τ and t. Consequently, the 
onsidered intervals of potential burst arrivals
hange (right side of the equation) when they apply Eq. (4.20). Applying the method ofthe probability generating fun
tion for the superposing event of multiple bran
hes of set
J for s > 0 and s < 0, the probability distributions of the number of burst arrivals within
[τ, t] for bursts with s < 0 and s > 0 be
ome:

p
[τ,t]
s<0(L) =

1

L!

∂L

∂zL
G

[τ,t]
s<0(z)

∣
∣
∣
∣
z=0

=
1

L!

∂L

∂zL

{
∏

j∈J

(
∞∑

i=0

p
[τ,t]
j,s<0(i) z

i

)}∣
∣
∣
∣
∣
z=0

(4.26)
p
[τ,t]
s>0(K) =

1

K!

∂K

∂zK
G

[τ,t]
s>0(z)

∣
∣
∣
∣
z=0

=
1

K!

∂K

∂zK

{
∏

j∈J

(
∞∑

i=0

p
[τ,t]
j,s>0(i) z

i

)}∣
∣
∣
∣
∣
z=0

(4.27)The next se
tions apply these results to determine the values of the introdu
ed reorderingmetri
s.4.3.2.1.1 Reordering probabilityThe probability of an out-of-sequen
e arrival is the probability of the 
ompound event tofollow link ldt (with probability pdt) and the probability of at least one burst arrival in theinterval [0, dt∆]. The 
omplementary probability of no burst arrival applies Eq. (4.27)and 
al
ulates the latter probability. This leads to the reordering probability in 
ase ofPoisson tra�
 P:
P (P) =

m∑

dt=1

pdt

(

1− p
[0,dt ∆]
s>0 (0)

)

. (4.28)
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 Reordering ModelIn Eq. (4.27), the set J of 
onsidered links lj is J = {o : 0 ≤ o < dt}. Bursts with
s > 0 on links with a larger delay than dt∆ do not arrive within [0, t]. In Eq. (4.28),the probability in the bra
ket 
orresponds to the 0th derivative of Eq. (4.27). The 0thderivative 
orresponds to the fun
tion itself, while z = 0 results in the �rst term of thesum. Taken both properties together simpli�es Eq. (4.28).

P (P) =
m∑

dt=1

pdt

(

1−
dt−1∏

j=0

p
[0,(dt−j)∆]
j (0)

)

=
m∑

dt=1

pdt

(

1−
dt−1∏

j=0

e−λj∆(dt−j)

)

=
m∑

dt=1

pdt

(

1− exp

(

−λ∆
dt−1∑

j=0

pj(dt − j)

)) (4.29)
4.3.2.1.2 Reordering extent metri
This se
tion 
al
ulates the probability distribution of the reordering extent metri
. A
-
ording to the extent metri
 de�nition, the 
al
ulation of the reordering extent metri
requires the following two steps: (a) identify the lo
ated burst with the smallest j asde�ned in Eq. (4.5), (b) 
ount the number of burst arrivals between the lo
ated burst andthe test burst.The delay of the test burst is a ne
essary 
ondition of (a). Without loss of generality,the test burst may follow link ldt re
eiving a delay of dt∆. The lo
ated burst followsabstra
t link ldl , 0 ≤ dl < dt, and arrives at τ = dl ∆ + t. t is the time between thedeparture of the lo
ated burst and the departure of the test burst. Consequently, the
o-domain of τ is t + dl ∆ ≤ τ ≤ dt∆. The probability of a burst arrival at τ is a
ompound probability of a burst departing at t and the probability to follow link ldl :
Pr(B = 1|Dl = dl, t < T ≤ t + dt), with B indi
ating a burst arrival. The se
ond part ofthis joint probability results in the instantaneous termination rate λ = 1/E [T ].

Pr(B = 1|Dl = dl, t < T ≤ t + dt) = pdl
Pr(t < T ≤ t+ dt)

dt
dt

lim
dt→0

Pr(t < T ≤ t + dt)

dt
= lim

dt→0

1− e−λ dt

dt
= λ

(4.30)The ne
essary 
ondition of (a) restri
ts any burst arrival in [0, τ ] with referen
e numberssmaller than the lo
ated burst, i. e., bursts departed in (0, t). These bursts must notfollow abstra
t link lj with j < t/∆ + dl as they would arrive earlier to the lo
atedburst. The probability of this restri
tion again is the probability of the 
ompound eventapplying Eq. (4.27) with no burst arrival on the abstra
t links lj with j ∈ {o : 0 ≤ o ≤
ĵ = ⌊t/∆+ dl⌋}.

Pr(B = 0|0 < T < τ, S > 0) = p
[0,τ ]
s>0 (0) =

ĵ
∏

j=0

p
[0,τ−j∆]
j,s>0 (0) (4.31)An arbitrary number of burst arrivals form the extent in the interval [τ, dt∆]. The proba-bility of this 
ompound event bases on the probability distribution p[τ,t]j (xj) (
f. Eq. (4.20))
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h abstra
t link j. As the lo
ated burst 
ompletes the extent value to e, Eq. (4.22)is applied for e− 1 arrivals in the 
onsidered interval, with J = {o : 0 ≤ o ≤ m}.
Pr(B = e− 1|τ < T ≤ dt∆) = p[τ,t](e− 1) =

1

(e− 1)!

∂e−1

∂ze−1
G[τ,dt ∆](z)

∣
∣
∣
∣
z=0

(4.32)The 
ompound of these ne
essary three 
onditions leads to the probability distributionof the extent. The following 
al
ulations 
onsider ea
h possible delay of the test burstand of the lo
ated burst. The lo
ated burst is 
onsidered at every possible point in time
t. With help of Eq. (4.30), Eq. (4.31) and Eq. (4.32), the probability distribution of theburst extent metri
 be
omes:
Pr(E = e) =

m∑

dt=1

pdt

dt−1∑

dl=0

∫ (dt−dl)∆

0

Pr(B = 0|0 < T < τ, S > 0)

× Pr(B = 1|t < T ≤ t + dt) Pr(B = e− 1|τ < T < dt∆) (4.33)Within the integral, the �rst fa
tor denotes the probability of the 
ondition of the lo
atedburst with no burst arrival before it. The se
ond fa
tor gives the probability of the lo
atedburst arrival exa
tly at time t, while the last fa
tor determines the probability for therequired burst arrivals in the interval between lo
ated burst and test burst. With helpof Eq. (4.32) and Eq. (4.31), the extent probability simpli�es to:
Pr(E = e) =

m∑

dt=1

pdt

dt−1∑

dl=0

pdl λ

∫ (dt−dl)∆

0

p
[0,τ ]
s>0 (0) p

[τ,t](e− 1) dt (4.34)
4.3.2.1.3 Nr-reordering metri
In 
ontrast to the extent metri
, the 
onditions for the nr-reordering metri
 are di�erent.After the lo
ated burst, the nr-reordering metri
 requires 
onse
utive arrivals of bursts,whi
h have larger sequen
e numbers than the test burst. Again, the lo
ated burst maybe at τ , while the test burst re
eives a delay of dt∆.The 

df of the nr-reordering metri
 depends on the joint probability of two events: (a)arrival of the lo
ated burst at τ , (b) arrival of nr − 1 bursts with appropriate sequen
enumber in the interval [τ, dt∆]. Condition (b) in
ludes no burst arrival in [τ, dt∆] withsequen
e number s < 0. From the previous se
tion the probability of (a) is Pr(B = 1|t <
T ≤ t+dt). With the help of the GF of the probability of the 
ompound event, it is possibleto derive the probability of the number of arrivals. This requires additionally Eq. (4.27)for (s > 0) and Eq. (4.26) for (s < 0):

Pr(B = nr|τ < T ≤ dt∆, S > 0) = p
[τ,dt ∆]
s>0 (nr) (4.35)

Pr(B = 0|τ < T ≤ dt∆, S < 0) = p
[τ,dt ∆]
s<0 (0) (4.36)
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Figure 4.7: Deterministi
 tra�
 (top) and arbitrary tra�
 (bottom)Similar to Eq. (4.33), the overall 

df of the nr-reordering metri
 be
omes:
Pr(Nr > nr) =

m∑

dt=1

pdt

dt−1∑

dl=0

∫ dt ∆

0

Pr(B = 0 | τ < T ≤ dt∆, S < 0)

× Pr(B = 1 | t < T ≤ t+ dt) Pr(B = nr | τ < T ≤ dt∆, S > 0). (4.37)Applying Eq. (4.32) and Eq. (4.31) leads to the more 
ompa
t version:
Pr(Nr > nr) =

m∑

dt=1

pdt

dt−1∑

dl=0

λpdl

∫ dt ∆

0

p
[τ,dt ∆]
s>0 (nr) p

[τ,dt ∆]
s<0 (0)dt (4.38)The double sum 
onsiders the possible abstra
t links of the test burst as well as the lo
atedburst. The integral 
onsiders any possible arrival instan
e of the lo
ated burst. The �rstfa
tors within the integral assures at least nr burst arrivals with sequen
e numbers s > 0before the test burst, while the se
ond fa
tor restri
ts any arrival of bursts with s < 0within this sequen
e.4.3.2.2 Extension Towards Generi
 Tra�
 ModelsThe last se
tion applied the reordering model and 
orresponding methodology on oneprobabilisti
 tra�
 model. This se
tion elaborates on the extensions of the reorderingmodel and its methodology towards generi
 tra�
 models. These elaborations assumethat the burst arrival pro
ess follows a renewal pro
ess, whi
h shows iid (independent andidenti
al distributed) properties. The model of the disordering network, i. e., dis
retiseddelays on ea
h abstra
t link remains the same. The �rst se
tion elaborates on the generaldi�
ulties on a potential extension, while the se
ond se
tion provides the �ndings for thereordering ratio for iid tra�
 models.
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 Models 854.3.2.2.1 Metri
s for iid tra�
 modelsThe reordering metri
s of Se
tion 3.2.5 rely on the number of arrivals between a testburst and the lo
ated burst or on the presen
e of any arrival before the test bust. As thedisordering network shows dis
rete delays, the reordering metri
s depend on the numberof arrivals within 
ertain intervals de�ned by the dis
rete delays (
f. Figure 4.7). Thesemetri
s require the knowledge on the number of arrivals within a 
ertain interval. As thetest burst de�nes the origin of the time axis, one 
an derive the probability distribution
p1,x(∆) of arrivals x in the �rst interval a

ording to the following equation:

p1,x1(∆) = Pr

(
x1∑

k=1

Tk ≤ ∆,
x1+1∑

k=1

Tk > ∆

) (4.39)
=

∫ ∆

0

Pr (T1 + T2 + · · ·Tx1 ≤ ∆, Tx1+1 > ∆− τ1) dτ1 (4.40)Literally, the sum of x1 inter-arrival times is equal or smaller than the size of the interval
∆. The x1 +1st arrival ex
eeds the interval ∆. The solution of this equation leads to theprobability distribution on the number of arrivals in the �rst interval. For deterministi
tra�
 or if the arrival distribution follows a negative exponential distribution, the equationis easy to derive. For subsequent intervals, the number of arrivals depends on the positionof the last arrival of the �rst interval. If τ1 shows the lo
ation of the last arrival in the�rst interval, the number of arrivals in the se
ond interval follows the next equation:

p2,x2(∆, τ1) = Pr

(

τ1 −∆+
x2∑

k=1

Tk ≤ ∆, τ1 −∆+
x2+1∑

k=1

Tk > ∆

) (4.41)The probability distribution in
ludes the memory of the last arrival within the �rst in-terval. These 
onsiderations also hold for subsequent intervals, whi
h results in a inter-dependen
e of the number of arrivals of subsequent intervals pj,xj
(∆, τ1, τ2, . . . , τj−1). Forthis 
orrelation, it is in general hard to obtain a 
losed form solution. The proposedreordering model is not able to derive the reordering metri
s extent and nr-reorderingexpli
itly for arbitrary tra�
 models. For these metri
s, the model provides networkengineers with an upper bound for the expe
ted reordering in a network. Se
tion 5.2 pro-vides the ba
kground and the formal analysis for this upper bound s
enario. For arbitrarybut iid arrivals, the next se
tion 
al
ulates the reordering ratio.The arguments of above hold for iid tra�
 models. For inter-dependent arrivals, analyti
expressions for the arrival distributions be
ome even harder. Then, one has to 
onsider
onditional arrivals, too, whi
h is out of s
ope of this thesis.4.3.2.2.2 Reordering ratio for iid tra�
 modelsThis se
tion determines the reordering ratio for a generi
 tra�
 model G fa
ing the samedisordering network as introdu
ed in Chapter 4. Figure 4.7 on page 84 depi
ts the s
enarioof iid tra�
 arrivals and deterministi
 tra�
.
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 Reordering ModelFor deterministi
 tra�
 (top), at ea
h interval ∆ resides one burst, i. e., spa
ing of theabstra
t links. In 
ontrast to this, the number of o

urren
es within one interval for iidtra�
 is randomly distributed. Xj is the random variable of the number of arrivals ininterval j. The random variable ~X(i) = (X1, . . . , Xi)
T is the ve
tor of all random variable

Xj. Therein, i is the length of the ve
tor, i. e., the number of intervals. The length of theve
tor 
orrelates with the 
onsidered bran
h i the test burst follows, i. e., 5 in Figure 4.7.The following equations summarize the properties of the iid arrival tra�
 model for the�rst interval with respe
t to the tra�
 mean value and the basi
 delay unit ∆, Therein,
pn(t) denotes the probability distribution of the number of burst arrivals n within a timeinterval of t:

∞∑

n=0

n pn(∆) = 1 (4.42)
∞∑

n=0

pn(∆) = 1 (4.43)The tra�
 mean value still 
orrelates with the basi
 delay unit ∆. Eq. (4.42) summarizesthis requirement. Eq. (4.43) gives the total probability of all possible arrivals within oneinterval. Extending these properties on i intervals, leads to Eq. (4.44) and Eq. (4.45).
∞∑

n=0

∑

~x(i)∈Si
n

Pr
(

~X(i) = ~x(i)|N = n
)

= 1 (4.44)
∞∑

n=0

∑

~x(i)∈Si
n

nPr
(

~X(i) = ~x(i)|N = n
)

= i (4.45)Eq. (4.44) represents the total probability of all possible arrival distributions within thenext i slots. Therein, Si represents the 
o-domain of ~X(i) holding all possible ve
tors ~x(i)of length i. The subset Si
n shows exa
tly n arrivals within the i slots. Eq. (4.45) �xes the
ondition of the tra�
 mean value, i. e., the tra�
 mean value 
orresponds to the basi
delay unit ∆ on the interval of all i slots. A

ording to the de�nition of Se
tion 4.3.1this is i for i slots. In parallel to the reordering ratio of Se
tion 4.3.1.1, the reorderingprobability for generi
 iid tra�
 G be
omes:

Pr(G) =

m∑

i=1

pi









1−
∞∑

n=0

Pr(Ni = n)
∑

~x(i)∈Si
n

Pr( ~X(i) = ~x(i)|Ni = n)

i∏

k=1









m∑

j=i−k+1

pj

︸ ︷︷ ︸

qk









xk








=

m∑

i=1

pi



1−
∞∑

n=0

∑

~x(i)∈Si
n

Pr( ~X(i) = ~x(i), Ni = n)

i∏

k=1

qk
xk



 (4.46)The outer sum 
onsiders all possible bran
hes i of the test burst and weights these prob-abilities with pi. The bra
ket shows the 
omplementary probability for at least one burstarrival with a larger sequen
e number. Pr(Ni = n) gives the probability of n arrivals
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(
) Uniform prob. dist.Figure 4.8: Burst reordering extent for deterministi
 tra�
, p0 = 0.9within the i intervals. Pr( ~X(i) = ~x(i)|Ni = n) gives the distribution of ~x(i) = (x1, . . . , xi)
Tof these n arrivals among i slots. The last produ
t gives the joint probability of allbursts xk in interval k to arrive later than the test burst (equivalent to Eq. (4.4)). For
onvenien
e of reading, qk abbreviates these individual fa
tors.4.3.3 Validation and Illustrative ResultsThis se
tion provides both, an illustration of the reordering metri
s and a veri�
ationof the 
orre
tness of the obtained results for both tra�
 models, i. e., deterministi
 andPoisson tra�
. The veri�
ation pro
ess applies the simulation model of Se
tion 4.2.2.In the reordering model, the distribution of the probabilities per abstra
t link is variableand subje
t to a random 
hoi
e. For ease of 
omparison, three di�erent distributions servefor a 
omprehensive and illustrative 
omparison. They all have in 
ommon the number ofabstra
t links m and the bran
h probability 1− p0, where p0 is the probability to followthe abstra
t link l0 with no additional delay. The three distributions of the probabilities
onsider linear, inverse linear and uniform delays. The following expressions show theresulting abstra
t link probability distributions of pk for m ≥ k > 0.linear inverse linear uniform

pk = k
2(1− p0)

m(m+ 1)
p1+m−k = k

2(1− p0)

m(m+ 1)
pk =

1− p0
m4.3.3.1 Deterministi
 Tra�
The following few graphs illustrate the two di�erent reordering metri
s in the introdu
eddi�erent delay environments. The graphs in Figure 4.8 visualize the probability distribu-tion of the reordering extent for three delay distributions and a bran
h probability of 0.1for the s
enario with deterministi
 tra�
. The bran
h probability is the sum of probabil-ity of any abstra
t link ex
ept l0. The set parameter is the number of abstra
t links m,whi
h is 2, 4, 8, 16 and 32. These graphs ba
kup the analyti
 �ndings. The simulationmodel of Figure 4.3 supplied the values of the reordering metri
s and a 95% 
on�den
einterval. In all graphs, the analyti
 �ndings reside within this 
on�den
e interval.
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(
) m = 16Figure 4.10: Reordering extent for Poisson tra�
 with p0 = 0.9The graphs show in logarithmi
 s
ale the extent value and the probability distributionof the extent value. The shape of the graphs re�e
ts the distribution of delay lines. Anin
reasing probability (linear) leads to an in
reasing extent value up to a 
ertain maxi-mum. After the maximum, the graphs de
line rapidly towards zero that the theoreti
almaximum of the extent value is far below 10−4. Similar 
onsiderations apply to the in-verse linear and uniform distribution. In the inverse linear 
ase, the probability de
linessteadily, while for the uniform 
ase, the probability remains nearly 
onstant. Both 
asesalso de
line very fast for extent values approa
hing the theoreti
 maximum.The graphs in Figure 4.9 show the 

df of the nr-reordering metri
 for the same parameterset as above, i. e., p0 = 0.9. Depending on the probability distribution of the abstra
tlinks, the graph de
reases more or less rapidly. In here, the 

df of all three distributionsshow a quite similar shape. The extension towards larger values di�ers as this dependson the number of abstra
t links m. The tail of the graph indi
ates the maximum value ofthe 

df, whi
h is limited in this s
enario by the amount of delay lines m. Summarizing,the results obtained by simulation �t the analyti
 results well. The analyti
 results arealways in the range of the 95% 
on�den
e intervals of the simulation. This proves the
orre
tness of the analyti
 model.
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) m = 16Figure 4.11: Nr-reordering metri
 for Poisson tra�
 with p0 = 0.94.3.3.2 Poisson ArrivalsThis se
tion shows the results for the same parameter set as before but applies Poissonarrivals with a negative exponentially distributed inter-arrival time. The s
enario and theparameters are identi
al, namely the three probability distributions as well as the di�erentnumber of delay lines that range from 4 to 16.The graphs of Figure 4.10 depi
t the simulation and analyti
 results of the probabilitydistribution for the extent metri
. Simulation and analyti
 results perfe
tly �t. Themaximum extent metri
 is proportional to the number of delay lines but the intensityis de
reasing. With in
reasing number of delay lines, the probability distribution of thelinear delay distribution 
hanges also its shape. The peak extent values drift to the right,while both edges de
line. With Poisson tra�
, there is no stri
t theoreti
 maximum asthe number of arrivals is a random pro
ess. These graphs illustrate this as they de
ayrapidly at a 
ertain border value, whi
h is larger than with deterministi
 tra�
.The graphs in Figure 4.11 depi
t the simulation and analyti
 results for the nr-reorderingmetri
. Again, the analyti
 �ndings �t the simulation ones. The maximum nr-reorderingmetri
 is proportional to the delay lines. Be
ause of the probabilisti
 
hara
terization ofthis tra�
, there is no stri
t absolute value but a rapidly de
aying graph for larger valuesof nr. The di�erent delay distribution types do not di�er mu
h in shape.4.4 Hierar
hi
al Pa
ket ReorderingThis se
tion 
onsiders hierar
hi
al pa
ket reordering, whi
h may o

ur in networks, whi
himplement pa
ket assembly me
hanisms. If these networks 
hange the burst sequen
e, theassembled pa
kets may also be reordered (
f. Figure 4.12). This se
tion establishes the
onne
tion between observed burst reordering and pa
ket reordering and 
al
ulates thereordering metri
s of these assembled pa
kets. This 
al
ulation requires the followingassumptions:- The assembly unit assembles pa
kets in-order, i. e., pa
kets in a burst are in-orderby de�nition.
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Figure 4.12: Pa
ket and burst reordering- The pa
ket per burst probability density is f(p). The number of pa
kets per burstdepends on the assembly s
heme and the pa
ket arrival 
hara
teristi
.- A burst arrives at the destination out-of-sequen
e with probability pB.- The probability distribution of the burst extent is Pr(EB = eB).- The burst nr-reordering metri
 is Pr(NB = nB).For pa
kets in a pa
ket assembly network, the following three se
tions obtain the expres-sions for the reordering probability, the distributions for the reordering extent and the

nr-reordering metri
. Thereby, an arbitrary pa
ket per burst distribution is 
onsidered.4.4.1 Pa
ket Reordering ProbabilityThe fo
us of this se
tion is the pa
ket reordering probability pP . The pa
ket reorderingprobability equals the ratio of reordered pa
kets to the total number of re
eived pa
ketsat the destination. The following theorem postulates the relationship between pa
ket pPand burst reordering probability pB.Theorem 4.1. The reordering ratio of pa
kets is always less than or equal to the burstreordering ratio: pP ≤ pB.Proof of Theorem 4.1. The proof 
onsiders bursts, whi
h arrive reordered at the desti-nation. If out-of-sequen
e bursts 
arry pa
kets, these pa
kets also arrive reordered if atleast one of the bursts also 
arries pa
kets. Figure 4.12 illustrates this opposite 
ase of in-sequen
e pa
kets residing in out-of-sequen
e bursts. Although burst 5 is out-of-sequen
e,the assembled pa
kets 4 and 5 arrive in-order as burst 6 does not 
arry any pa
ket of the
onsidered �ow. With this observation the proof 
ontinues formally. The burst reorder-ing ratio 
onsiders the amount of reordered bursts ÑB in relation to the total number ofbursts NB at the destination (
f. Eq. (4.47)).
pB =

ÑB

NB
=

ÑB

∑∞
i=1 f(i) i

NB

∑∞
i=1 f(i) i

≥ ÑP

NP
= pP (4.47)The extension of the ratio by the average number of pa
kets per burst ∑∞

i=1 f(i) i leadsto the total number of arriving pa
kets NP in the denominator. The resulting number inthe nominator is less or equal to the number of reordered pa
kets ÑP at the destination.This is true as not ne
essarily any pa
ket of a reordered burst arrives reordered (
f.Figure 4.12). Consequently, the pa
ket reordering ratio is always less than the burstreordering ratio.
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Figure 4.13: Pa
ket extent metri
Additionally, if the pa
ket per burst distribution f(p) in
ludes at least one pa
ket perburst, i. e., f(0) = 0, then the pa
ket reordering probability equals the burst reorderingprobability.4.4.2 Pa
ket Reordering Extent Metri
This se
tion derives the pa
ket reordering extent metri
 Pr(EP = eP ) depending on agiven burst extent metri
 Pr(EB = eB) and pa
ket per burst distribution f(p). A pa
ketre
eives an extent eP if the following ne
essary 
onditions hold:- The pa
ket belongs to an out-of-sequen
e burst.- This out-of-sequen
e burst re
eives an extent of eB > 0.- There are exa
tly eP pa
kets pre
eding the 
onsidered pa
ket.The �rst two 
onditions depend on ea
h other. Ea
h burst, whi
h arrives out-of-sequen
ere
eives a 
ertain extent. Consequently, if a burst re
eives an extent, it arrives alwaysout-of-sequen
e. The third 
ondition is twofold. The eP pre
eding pa
kets represent asum of two terms: eP = a+ b. a pa
kets reside in the eB pre
eding bursts, while b pa
ketspre
ede the 
onsidered pa
ket in the same burst. Figure 4.13 illustrates this split. Burst 1is reordered and re
eives an extent of 2. Within this burst, two pa
kets reside. The pa
ketwith sequen
e number 2 re
eives an extent of 3 be
ause of 2 pa
kets in the pre
edingbursts of burst 1 and be
ause of one pa
ket (pa
ket 1) in the same burst. Consequently,the probability of eP pre
eding pa
kets is a joint probability: Pr(HP = a|HB = eB)denotes the probability of exa
tly a pa
kets in eB burst. It re�e
ts a dis
rete 
onvolutionof eB times the probability distribution f(p).

Pr(HP = a|HB = eB) = (f(p) ∗ . . . ∗ f(p))
︸ ︷︷ ︸

eB 
onvolutions (a) (4.48)
Pr(P = b+1) denotes the probability that the 
onsidered pa
ket resides on position b+1within the reordered burst. The probability to be the bth pa
ket in a burst equals theratio of the fra
tion of bursts with more than b pa
kets to the average number of pa
ketsper burst:

Pr(P = b) =

∑∞
j=b f(j)

∑∞
j=1 f(j) j

(4.49)



92 Chapter 4. A Novel Analyti
 Reordering ModelWith these pre
onditions, the probability distribution of the pa
ket extent be
omes:
Pr(EP = eP ) =

eP∑

eB=1

Pr(EB = eB)

eP∑

a=eB

Pr(HP = a|HB = eB) Pr(P = eP −a+1) (4.50)For any burst extent value eB, the se
ond sum 
onsiders any 
ombination of the pa
ketposition and the number of pa
kets in the pre
eding bursts to a

ount for the destinedpa
ket extent value of eP .4.4.3 Pa
ket nr-reordering Metri
For the pa
ket nr-reordering metri
, similar 
onsiderations as for the extent metri
 apply.For the nr-reordering metri
, there are two di�erent 
ases distinguishable: The pa
ketmay either re
eive a nr-reordering value of nP = 0 or nP > 0. A pa
ket re
eives a
nr-reordering value of nP > 0 only if the following 
onditions apply:- The burst belonging to that pa
ket arrives out-of-sequen
e.- The burst re
eives a nr-reordering value of nB > 0.- The pa
ket is the �rst pa
ket within this burst, i. e., Pr(P = 1) (
f. Eq. (4.49)).- Within the nB pre
eding bursts nP pa
kets reside. The probability is Pr(HP =

nP |HB = nB) (
f. Eq. (4.48)).A pa
ket re
eives a nr-reordering value nP = 0 if the following 
onditions apply:- The burst belonging to that pa
ket arrives out-of-sequen
e.- The burst re
eives a nr-reordering value of nB = 0 and the 
onsidered pa
ket is the�rst pa
ket or the burst re
eives a nr-reordering value of nB > 0 and the pa
ket ison any other position but not the �rst.If Pr(NB = nB) denotes the probability distribution of the nr-reordering metri
 of theburst, then the 
orresponding distribution for the pa
ket Pr(NP = nP ) is
Pr(NP = nP ) =

{∑∞
a=1 Pr(NB = a) Pr(HP = nP |HB = a) Pr(P = 1) for nP > 0

1−
∑∞

b=1 Pr(NP = b) for nP = 0(4.51)The equation distinguishes two 
ases, nP > 0 and nP = 0. The probability for nP > 0
onsists of sum of all possible burst nr-reordering values a. The sum 
onsists of threefa
tors. The �rst fa
tor denotes the probability that the burst re
eives a nr-reorderingvalue of a. The se
ond fa
tor denotes the probability that there are exa
tly nP pa
ketsin the a pre
eding bursts. The third fa
tor denotes the probability that the 
onsideredpa
ket is the �rst pa
ket of the burst. The equation derives the probability for nP = 0from the 
omplementary probability.



4.4 Hierar
hi
al Pa
ket Reordering 934.4.4 Pa
ket per Burst DistributionsThis se
tion gives an overview on sele
ted distributions of the number of pa
kets per burst.These distributions depend on two major network parameters, the tra�
 
hara
teristi
and the burst assembly strategy. The tra�
 
hara
teristi
 and the assembly strategyspan a two-dimensional 
o-domain. One dimension re�e
ts the assembly strategy and theother the tra�
 
hara
teristi
. The following paragraphs provide an overview on 
ommonpa
ket per burst distributions f(p) for sele
ted tra�
 arrivals 
hara
teristi
s and assemblypro
esses.Size based assembly: the assembly pro
ess monitors a size threshold of the assemblystage. If the size 
ounter rea
hes the threshold, the assembly stage forwards the burst.Thereby, the pa
ket size distribution and the threshold limit determine the pa
ket perburst distribution. As this requires further assumptions on the pa
ket size distribution,a 
losed form solution is very hard to obtain. The reader is referred to the detaileddes
ription of the burst size distribution in [46℄.Random sele
tion: every pa
ket arrival determines with probability ̺ if the burst leavesthe assembly stage or not. The pa
ket per burst distribution is thereby independent ofthe tra�
 
hara
teristi
, but the inter-arrival time is not. For the pa
ket per burstdistribution follows:
f(p) =

{

̺ (1− ̺)p−1, if p > 0

0, otherwise (4.52)Pa
ket 
ount: the pa
ket 
ount assembly pro
ess guarantees bursts with a 
onstantnumber of pa
kets. A 
ounter observes the a
tual number of pa
kets in the assemblystage. If the 
ounter rea
hes a threshold, the burst leaves the assembly stage. With apa
ket 
ount limit of nC > 0, the pa
ket per burst distribution be
omes:
f(p) =

{

1, if p = nC

0, otherwise (4.53)Timer based assembly: the assembly pro
ess starts a timer with the �rst arrivingpa
ket on an empty bu�er. After rea
hing the timeout T , the burst leaves the assem-bly stage. The pa
ket per burst distribution depends on the tra�
 
hara
teristi
 of thearriving pa
kets. For two widely applied tra�
 
hara
teristi
s, a 
losed form solution isfeasible.- Constant inter-arrival time tC .
f(p) =

{

1, if p = 1 +
⌊

T
tC

⌋

0, otherwise (4.54)- Poisson arrival pro
ess with mean arrival rate λ.
f(p) =

{
(λT )p−1 e−λT

(p−1)!
, for p > 0

0, otherwise (4.55)
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(
) v = 2Figure 4.14: Pa
ket extent distribution, linear network delayBesides these basi
 assembly strategies, 
ombinations out of several of them are feasible,too, e. g., size and threshold based. Then, the pa
ket per burst distribution is in generalhard to obtain in a 
losed form. As this is not the fo
us of this work, the reader my 
he
kbeside others the work of Vega et al. in [46℄.The previous �ndings assumed an aggregated tra�
 stream with mean rate λ. The nextparagraphs 
on
entrate on the pa
ket per burst distribution of individual tra�
 �owsrather than the aggregate. The assembly pro
ess applies a timer based assembly strategy.Thereby, the aggregate tra�
 rate λ represents a superposition of individual tra�
 �owswith mean λj , i. e., λ =
∑

j λj . For ea
h �ow, the pa
ket per burst distribution alsofollows a Poisson distribution, i. e.:
fj(p) =

(λj T )
p e−λjT

p!
(4.56)For sake of simpli
ity, all superposed �ows show the same mean rate. If there are v �ows,the average rate of ea
h �ow be
omes λj = λ/v. Consequently, the pa
ket per burstdistribution for ea
h individual �ow be
omes:

fj(p) =
(λT/v)p e−λT/v

p!
(4.57)Therein, the domain of λT/v is (0, λT ], depending on v. The lower bound re�e
ts thes
enario, with an in�nite number of sour
es, while if there is only one sour
e, the upperbound applies. At the same time, λT/v denotes the mean number of pa
kets per burst.As the total amount of pa
kets per burst is irrelevant, the produ
t is normalized to 1,i. e., 1 = λT . The probability distribution simpli�es to the following equation, with theonly parameter v indi
ating the number of �ows sharing one burst assembly unit: Thedomain of v is [1,∞].

fj(p) =

(
1
v

)p
e−

1
v

p!
(4.58)4.4.5 Validation and IllustrationThis se
tion illustrates the reordering measures for the pa
ket layer and illustrates bysimulation that formal methods and simulation �t. The approa
h to validate the pa
ket
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ket Reordering 95reordering measures in
ludes the following steps:1. The simulation model of Se
tion 4.2.2 obtains the reordering metri
s on burst andpa
ket level. The simulation varies the number of pa
ket �ows v, whi
h 
orrespondto the tra�
 load.2. With help of the burst reordering metri
s and the pa
ket per burst distribution(depends on v and Eq. (4.56)), it is possible to 
al
ulate the pa
ket reorderingmetri
s of above.3. The 
omparison of the analyti
 approa
h of Se
tion 4.4 with the results obtainedby simulation evaluates the �ndings.The probabilities of the disordering network are linearly distributed. The assembly me
h-anism of the assembly unit is time based. The graphs of Figure 4.14 depi
t the pa
ketextent distribution for various v = 2, 4, 8. A de
reasing v de
reases the absolute valuesof the extent, i. e., reordering or large extent values be
omes unlikely. The in
reasingnumber of abstra
t links m = 8, 16, 32 in 
ombination with the larger delay on these linksfavours reordering.Figure 4.15 sele
ts the s
enario for v = 4 and depi
ts the pa
ket reordering extent for se-le
ted network delay probability distributions and number of abstra
t links. The di�erentnetwork delay distributions show di�erent extent values, whereby the shape of the 
urveof the network delay distribution 
orresponds to the shape of the graph of the extentdistribution. The in
reasing number of abstra
t links further in
reases the absolute valueof the extent but de
reases the probability as well. Besides the general observations onthese �gures, all graphs show 
learly the 
omplian
e of the results of the formal analysisand the simulation results. The values of the analyti
 �ndings always lie pre
isely withinthe 
on�den
e interval of the simulation.Compared to the reordering metri
s of the burst s
enario (
f. Figure 4.9), the pa
ketgraphs show larger absolute extent values than the burst graphs. As the maximum extentvalue is 2m−1 in the burst s
enario, this value is multiplied by the mean number of pa
ketsper burst and rea
hes qui
kly mu
h larger values with a highly de
reasing probability. Thegraphs depi
ting the �ndings for the nr-reordering metri
 show the same mat
h of analyti
as well as simulation. Consequently, these �gures were skipped.
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(b) m = 16
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) m = 32Figure 4.15: Pa
ket extent distribution, v = 4



5 Appli
ation of Analyti
 ReorderingModels
In this 
hapter, the analyti
 reordering model of Chapter 4 is applied to enable proto
olperforman
e studies with respe
t to pa
ket reordering. The reordering model with respe
tto deterministi
 tra�
 allows two distin
t appli
ations. First, it enables a worst-
aseestimation of the amount of reordered pa
kets for an arbitrary disordering network. Thisapplies for s
enarios with advan
e knowledge on the network delay 
hara
teristi
, i. e.,obtained from previous measurements. Se
ond, testing real world appli
ations in sele
tedreordering s
enarios requires the emulation of pa
ket reordering pattern in real testbeds.Here, the analyti
 model with deterministi
 tra�
 supplies the parameters for networkemulation. Additionally, the network emulation is able to 
reate the required reorderingpattern independent of the tra�
 and 
onsequently allows any proto
ol study.This 
hapter �rstly introdu
es both appli
ation s
enarios of the reordering model in moredetail. Se
ondly it proves the worst-
ase estimation of the �rst appli
ation s
enario andprovides illustrative results. The third se
tion introdu
es the methodology to obtain theparameters of the disordering network for a given reordering pattern. It requires theinverse of the fun
tions of Chapter 4, whi
h obtain the reordering metri
s. This leads to a
onstraint non-linear optimization problem. As a last se
tion, this 
hapter introdu
es theimplemented network emulation environment, whi
h enables pa
ket reordering a

ordingto prede�ned reordering patterns.5.1 Introdu
tion to Appli
ation S
enariosThis se
tion introdu
es in detail both appli
ation s
enarios of the analyti
 reorderingmodel showing deterministi
 tra�
. The �rst se
tion introdu
es the worst-
ase estimation.The se
ond se
tion imposes the appli
ation for network emulation.5.1.1 Worst-
ase Estimation on the Reordering RatioThis appli
ation starts from a measurement s
enario, whi
h provides the end-to-end delaydistribution of a 
ertain 
onne
tion. The measurement data were obtained by re
ordingthe experien
ed delay from sour
e to destination from every pa
ket or burst. This dis-tribution depends on network load, network resour
es, multi-path routing features, and97



98 Chapter 5. Appli
ation of Analyti
 Reordering Modelspotential interplay of network and proto
ols, i. e., the proto
ols may rea
t on network
onditions.Given these measurements, proto
ol engineers are interested in the amount of reorderingan arbitrary tra�
 stream may produ
e under these delay 
onditions. Thereby, this studynegle
ts the potential interplay of proto
ol and network and assumes an open loop tra�
stream, i. e., the sender re
eives no information of the network 
onditions, e. g., streamingappli
ations like video and voi
e. In su
h a s
enario, the analyti
 model provides an upperbound on the amount of reordering of the arbitrary tra�
 stream.The reordering model of Chapter 4 requires a dis
rete network delay distribution. Con-sequently, an end-to-end delay measurement has to be adapted to this model �rst. Thestep-size for the model 
orresponds to the tra�
 mean rate of the tra�
 stream, whi
hshould be evaluated. Formally, if h (x) denotes the 
df of the measured end-to-end de-lay, the following equation derives the delay probabilities per abstra
t link for the model:Eq. (5.1) and Eq. (5.2) determine the probability for the abstra
t link 0, i. e., the abstra
tlink whi
h shows no additional delay. The probability is determined by the smallest valueof h (x), whi
h is larger than zero. Eq. (5.3) and Eq. (5.4) dis
retize the distributionfun
tion in intervals of the basi
 delay unit ∆.
p0 = h (u) (5.1)

min
u

{h (u)} > ǫ, where ǫ is small (5.2)
pk = h (u+ k∆)− pk−1 ∀k ≥ 1 (5.3)

min
m

{h ((m+ 1)∆)} > 1− ǫ, where ǫ is small (5.4)This dis
retization step approximates the original network delay distribution. With thisnetwork delay distribution, the model of Chapter 4 is able to determine the expe
tedreordering metri
s for deterministi
 and Poisson tra�
. As the studied proto
ol mayshow a di�erent tra�
 
hara
teristi
 than the deterministi
 tra�
, an extension of themodel is ne
essary. Se
tion 5.2 shows that deterministi
 tra�
 serves as an upper boundfor any kind of tra�
. Any other tra�
 model with the same mean value does not 
reatemore reordering than the tra�
 model with deterministi
 tra�
.5.1.2 Network EmulationWhile the previous se
tion expe
ts the network delay distribution, this appli
ation s
e-nario assumes that the reordering metri
s (i. e., reordering extent, nr-reordering) of a
ertain end-to-end 
onne
tion are present. The reordering metri
s may be the resultof simulation or measurement studies (e. g., obtained from the simulation model of Se
-tion 4.2.2). The obtained values represent the measures of a sele
ted s
enario, with 
ertain
onditions, i. e., network load and multi-path routing. This appli
ation s
enario of thereordering model reprodu
es the same reordering pattern than measured. It enables tostudy the proto
ol me
hanisms and the proto
ol performan
e fa
ing this reordering pat-tern.Network emulation is one methodology to study these proto
ol me
hanisms. Networkemulation dupli
ates the fun
tions of one system within a di�erent system. In this 
ase,
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ase Estimation on Reordering 99the fun
tions represent the network properties (i. e., reordering pattern). The di�erentsystem is a devi
e or module, whi
h is able to show the same network properties thanthe studied network. Network emulation enables the investigation of real proto
ols in theend-systems by emulating the network properties in between.In this thesis, network emulation reprodu
es the reordering pattern. The input tra�
stream originates from the studied proto
ol. The resulting output reordering patternfollows the prede�ned pattern and should be independent from the arriving tra�
 
har-a
teristi
. Consequently, the network emulation should implement a delay me
hanism,whi
h does not rely on time, but on the number of pa
kets passed by. The reorderingmodel with deterministi
 tra�
 
loses the gap between the reordering pattern and thedelay-per-pa
ket of the network emulation. This is possible as the deterministi
 tra�
inherently provides the relation between the arrival order and the delay. Se
tion 5.3.1 andSe
tion 5.4 provide the details on this appli
ation.5.2 Worst-
ase Estimation on ReorderingThis se
tion proves that the analyti
 reordering model with deterministi
 tra�
 serves asa worst-
ase tra�
 s
enario for the amount of reordering with respe
t to any other tra�
model showing the same tra�
 mean value. The �rst se
tion introdu
es the de�nitionof the worst-
ase s
enario. The se
ond se
tion provides the proofs, while the last se
tionveri�es the 
orre
tness by simulation.5.2.1 De�nition of Worst-
ase S
enarioComparing two reordering patterns requires the de�nition of a measure to determinewhi
h pa
ket sequen
e shows more reordering than the other. A 
ommon indi
ator forany reordering is the reordering ratio, i. e., the amount of reordering in the network (
f.Se
tion 3.1.2). The reordering ratio will serve as a 
omparison measure for two di�erentreordering patterns.De�nition 5.1 (Reordering measure). Pa
ket sequen
e S1 has got a more severe impa
ton the network performan
e than pa
ket sequen
e S2 if the reordering ratio of S1 is largerthan the reordering ratio of S2: Pr(S1) > Pr(S2).With this de�nition, one 
an state the following theorem:Theorem 5.1. The reordering ratio of tra�
 stream G showing an arbitrary inter-arrivaltime distribution with mean E [TIJ ] is less or equal than the reordering ratio of a tra�
stream C showing 
onstant inter-arrival times tC with the same mean inter-arrival time
tC = E [TIJ ] on the same disordering network. A

ording to Eq. (4.4), this translates tothe following proposition:

Pr(G)
!

≤ Pr(C) (5.5)



100 Chapter 5. Appli
ation of Analyti
 Reordering Models5.2.2 Formal Proof for Deterministi
 Tra�
This se
tion proves that deterministi
 tra�
 leads to the highest reordering ratio withrespe
t to any other tra�
 model, whi
h shows the same tra�
 mean rate than thedeterministi
 tra�
. First, this se
tion introdu
es prerequisites, thereafter, the proofs fora disordering network with a single and multiple abstra
t links will follow.5.2.2.1 Prerequisites for the Formal ProofThe formal proofs 
ontrast deterministi
 tra�
 with an arbitrary tra�
 
hara
teristi
without further assumptions on the 
hara
teristi
. Thereby, the proof negle
ts the size ofthe bursts as the fo
us remains on the order of the bursts. The formal proofs 
onsider thetest burst and its arrival instan
e relative to previous and later arriving bursts. For these
onsiderations, the test burst marks the origin of a time axis as depi
ted in Figure 4.7on page 84. At the top, the �gure depi
ts the burst arrival instan
es of the deterministi
tra�
, while at the bottom it depi
ts arbitrary tra�
 arrivals.The dis
rete disordering model shows a slotted time axis in intervals of ∆. For deter-ministi
 tra�
, at ea
h border of a slot exa
tly one pa
ket resides. In 
ase of arbitrarytra�
, the number of pa
ket arrivals depends on the tra�
 
hara
teristi
. The randomvariable of the number of pa
ket arrivals within slot k is Xk (
f. Se
tion 4.3.2.2.2). Fora 
ertain delay of the test burst i, ~X(i) = (X1, . . . , Xi)
T denotes the random variable forthe number of burst arrivals within all slots.5.2.2.2 Formal Proof for a Single Alternative LinkThis se
tion proofs Theorem 5.1 for exa
tly one abstra
t link, i. e., m = 1. The mean rateof the generi
 tra�
 model and the mean rate of the deterministi
 tra�
 model 
orrespondto ea
h other, i. e., the mean value equals the basi
 delay unit tC = E [TIJ ] = ∆. Thereordering model 
onsists of the analyti
 reordering model of Chapter 4 for deterministi
tra�
 with m = 1 additional abstra
t link.Proof of Theorem 5.1 for m = 1. For one alternative bran
h, the following inequalitymust hold to proof Eq. (5.5).

Pr(G)
︸ ︷︷ ︸Eq. (4.46) ≤ Pr(C)

︸ ︷︷ ︸Eq. (4.4) (5.6)
p1

(

1−
∞∑

n=0

pn(∆) pn1

)

≤ p1 (1− p1) (5.7)The left side shows the reordering probability of an arbitrary tra�
 arrival stream (
f.Eq. (4.46)), while the right side represents the reordering probability for deterministi
tra�
 as derived in Eq. (4.4). As there is only one alternative link, the test burst mustfollow this link for a potential out-of-sequen
e arrival. For a real out-of-sequen
e arrival



5.2 Worst-
ase Estimation on Reordering 101of the test burst there has to be at least one arrival in the subsequent interval of the testburst, whi
h does not follow this alternative link. The 
omplementary distribution withinthe bra
kets denotes this. Rearranging and simplifying the equations takes the followingsteps:
p1 ≤

∞∑

n=0

pn(∆) pn1

p1 ≤ p0(∆) +
∞∑

n=1

pn(∆) pn1

(5.8)Applying Eq. (4.43) leads to
p1 ≤ 1−

∞∑

n=1

pn(∆) +
∞∑

n=1

pn(∆) pn1

p1 − 1 ≤
∞∑

n=1

pn(∆)(pn1 − 1)

1 ≥
∞∑

n=1

pn(∆)
1− pn1
1− p1

1 ≥ p1(∆) + p2(∆)
1− p21
1− p1

+ p3(∆)
1− p31
1− p1

+ . . .

(5.9)
A di�erent representation of Eq. (4.42) is

1 = p1(∆) + 2 p2(∆) + 3 p3(∆) + . . . (5.10)Inserting Eq. (5.10) in Eq. (5.9) leads to:
p1(∆) + 2 p2(∆) + 3 p3(∆) + . . . ≥ p1(∆) + p2(∆)

1− p21
1− p1

+ p3(∆)
1− p31
1− p1

+ . . . (5.11)The next two lines proof that ea
h 
oe�
ient n of the left side is equal or larger than the
orresponding 
oe�
ient on the right side.
n ≥ 1− pn1

1− p1
, n ≥ 1

n ≥ 1 + p+ p2 + p3 + . . .+ pn−1

︸ ︷︷ ︸

n summands ea
h ≤ 1

(5.12)As the sum of the right side 
onsists of n terms, where ea
h is smaller (ex
ept the �rst one)than 1 the sum is less than n. This proves Eq. (5.9) and 
onsequently proves, that the
onstant inter-arrival time model re�e
ts an upper bound for the reordering probabilityfor any tra�
 model for one additional delay line (m = 1).5.2.2.3 Formal Proof for Multiple Abstra
t LinksThis se
tion proves Theorem 5.1 for multiple abstra
t links, i. e., m > 1. The followingsteps show parallelisms to the single abstra
t link 
ase, but require additional mathemat-i
al methods.



102 Chapter 5. Appli
ation of Analyti
 Reordering ModelsProof of Theorem 5.1 for m ≥ 1. A

ording to the reordering probability of Eq. (4.4),Eq. (4.46) formulates an equivalent equation to determine the reordering probability forarbitrary tra�
G. Compared to deterministi
 tra�
, the stru
ture of the formula remainsthe same, although it 
hanges the dimension of the ve
tor and the interpretation of theslot sizes. A

ording to the theorem, Eq. (5.5) must hold for any distribution of p. As a�rst step, the proposition demands that ea
h individual term (i. e., ea
h pi) of Eq. (4.46)is smaller than the 
orresponding term of Eq. (4.4). If this is true, Eq. (5.5) is true,too. This restri
tion leads to the following inequality, where the expression of G (fromEq. (4.46)) stands left and the expression of C (from Eq. (4.4)) stands right (the inequalitysign 
hanged be
ause of resolving the 
omplementary probability):
∞∑

n=0

Pr(Nt = n)
∑

~x(i)∈Si
n

Pr( ~X(i) = ~x(i)|Nt = n)

i∏

k=1

qk
xk ≥

i∏

k=1

qk

∞∑

n=0

Pr(Nt = n)
∑

~x(i)∈Si
n

Pr( ~X(i) = ~x(i)|Nt = n)
i∏

k=1

qxk−1
k

︸ ︷︷ ︸

E[g(~x(i))]

≥ 1
︸︷︷︸

g(E[ ~X(i)])

(5.13)
In Eq. (5.13) the double sum represents the expe
ted value of the fun
tion g(~x(i)) =
∏i

k=1 q
xk−1
k . The expe
tation of ~x(i) is E [~x(i)

]
= ~1, i. e., xk = 1, 1 ≤ k ≤ i (
f. Eq. (4.42),Eq. (4.45)). Consequently, the right side of the inequality is 1 = g(E

[
~x(i)
]
). With thesesettings the right and left side of Eq. (5.13) 
an be simpli�ed:

E
[
g(~x(i))

]
≥ g(E

[
~x(i)
]
) (5.14)With the inequality of Jensen [110℄ for 
onvex fun
tions ϕ the following relation holds:

ϕ

(∑
aixi

∑
ai

)

≤
∑

aiϕ(xi)
∑

ai
where ai > 0

ϕ
(
E
[
~x(i)
])

≤ E
[
ϕ(~x(i))

]
.

(5.15)Consequently, if g(~x(i)) is a 
onvex fun
tion, then Eq. (5.13) is true, whi
h proves theupper bound 
hara
teristi
 of the reordering model. Se
tion A.1 shows the detailed proof,whi
h agrees with the initial assumption.The proof showed that deterministi
 tra�
 models always 
reate more reordering thanany other tra�
 model if they share the same tra�
 mean value and if the tra�
 meanvalue 
orresponds to the basi
 delay unit of the network delay distribution.5.2.2.4 Extension Towards Changing Tra�
 Mean ValuesThis se
tion 
onsiders the situation where the disordering network still shows dis
retedelays, i. e., the model remains the same, but the tra�
 mean rate does not 
orrespond tothe basi
 delay unit. This se
tion shows that Theorem 5.1 also holds for in
reasing tra�
mean rates. If the tra�
 mean rate is smaller than the basi
 delay unit, the bound doesnot hold any more.
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ase Estimation on Reordering 103Proof of Theorem 5.1 for E [T ] < ∆ and m ≥ 1. This proof starts at Eq. (5.13). For de-terministi
 tra�
, the random number of arrivals within one slot is now Yk. The proba-bility of yk o

urren
es within one slot is 1 as it is deterministi
 tra�
. Consequently, thenumber of arrivals in i intervals for deterministi
 and generi
 tra�
 in the mean is now
∑i

k=1 E [Xk] =
∑i

k=1 E [Yk] = γ i, where γ is a positive real number γ > 0 (the mean rateof deterministi
 tra�
 and generi
 tra�
 are equal). If 0 < γ < 1, than the inter-arrivaltime is larger 
ompared to the original basi
 delay unit ∆. If γ > 1, than the inter-arrivaltime is smaller than the original basi
 delay unit.The following paragraphs 
onsider the reordering ratio for both tra�
 types. The stru
-ture of the left side keeps the same (with a di�erent expression for Pr( ~X(i) = ~x(i), N = n
)as the mean rate 
hanges), while the right side slightly 
hanges.

∞∑

n=0

Pr(Nt = n)
∑

~x(i)∈Si
n

Pr( ~X(i) = ~x(i)|Nt = n)
i∏

k=1

qk
xk ≥

i∏

k=1

qykk

∞∑

n=0

Pr(Nt = n)
∑

~x(i)∈Si
n

Pr( ~X(i) = ~x(i)|Nt = n)

i∏

k=1

qk
xk−yk

︸ ︷︷ ︸

E[g(~x(i)−~y(i))]

≥ 1
︸︷︷︸

g(E[~x(i)−~y(i)])

(5.16)
The sum of the left side of Eq. (5.16) again represents an expe
ted value as in Eq. (5.13).The 
orresponding fun
tion is now g(~x(i) − ~y(i)) =

∏i
k=1 qk

xk−yk . A

ording to Jensen'sinequality g(·) needs to be 
onvex. Additionally, the right side of the inequality shouldsu�
e 1 = g(E
[
~x(i) − ~y(i)

]
), whi
h is also true as Eq. (4.45) and Eq. (4.42) still hold.Consequently, Jensen's inequality holds. However, this is not fully true as the number ofrelevant intervals 
hanges as shown in the following. The following paragraphs distinguishbetween a larger tra�
 mean rate γ > 1 and a smaller tra�
 mean rate γ < 1 
omparedto the original model, where the mean inter-arrival time equals the basi
 delay unit.

γ ≥ 1: if the mean inter-arrival time is smaller 
ompared to the original inter-arrival timethe tra�
 mean rate in
reases. In this 
ase, deterministi
 tra�
 still serves as an upperbound for the amount of reordering and Jensen's inequality holds. The �ndings of aboveapply.
0 < γ < 1: if the mean inter-arrival time is larger 
ompared to the original mean, thentra�
 mean rate de
reases. For deterministi
 tra�
 this means that there are inherentlyintervals without any arrival (due to the larger spa
ing of the arrivals 
ompared to thedelay unit). Espe
ially, the �rst interval after the test burst does not 
ontain any burstbe
ause the inter-arrival time is larger than the interval size of ∆. Consequently, themodel 
hanges as for deterministi
 tra�
 the �rst abstra
t link is meaningless. For thegeneral tra�
 model, the �rst interval still is important as there is a probability thatbursts o

ur in there, whi
h may enable reordering.Summarizing, deterministi
 tra�
 serves as an upper bound for reordering in a network,if the tra�
 mean rate is equal or larger than the 
orresponding basi
 delay unit ∆. Inany other 
ase, the upper bound approximation does not hold anymore. The followingse
tion illustrates this.
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) Uniform prob. dist.Figure 5.1: Illustration for Pareto tra�
5.2.3 Illustrative ResultsThis se
tion illustrates Theorem 5.1 for two di�erent s
enarios. The �rst s
enario showsthat the amount of reordering rea
hes its maximum for deterministi
 tra�
 if the tra�
mean rate is equal for all three s
enarios. It validates that deterministi
 tra�
 serves asan upper bound. The se
ond s
enario shows that the deterministi
 tra�
 model servesas an upper bound even when the tra�
 mean rate in
reases. For de
reasing tra�
 meanrates, the assumption on the bound is not valid anymore. The �rst se
tion des
ribesthe s
enario if the tra�
 mean rate equals the basi
 delay unit, while the se
ond se
tiondes
ribes the s
enario if tra�
 mean rate and basi
 delay unit do not 
orrespond.For a 
omprehensive analysis, the analyti
 reordering model of Se
tion 4 fa
es the tra�
 ofthree di�erent tra�
 models: deterministi
, Poisson and Parato tra�
. The distributionfun
tion of Pareto tra�
 is
Pr(X < x) =

{(
k
x

)α for x ≥ k

1 for x < k
(5.17)It in
ludes two parameters k, the minimum value, and α, the Pareto index. The expe
tedvalue of this distribution is E [X ] = αk

α−1
for α > 1. For α ≤ 1 the expe
ted mean isin�nite.5.2.3.1 Tra�
 Mean Rate Equals the Basi
 Delay UnitIn this se
tion, the tra�
 mean rate equals the basi
 delay unit of the network delaydistribution. It 
onsiders Poisson and Pareto arrivals. In 
ase of the negative exponentiallydistributed inter-arrival times, this dire
tly relates to the parameter of the distribution.For the Pareto tra�
 model, this se
tion shows three di�erent parameterizations with thesame mean rate: α1 = 6.81, k1 = 0.77; α2 = 2.52, k2 = 0.59 and α3 = 1.5, k3 =

1
3
.The graphs of Figure 5.1 show the 
al
ulated values of the reordering metri
 for deter-ministi
 tra�
 (dashed line) and the simulated values for the Pareto distributed tra�
for an in
reasing number of abstra
t links (using the simulation model of Se
tion 4.2.2).



5.2 Worst-
ase Estimation on Reordering 105
0 5 10 15 20 25 30

Number of abstract links (m)

0.10

0.15

0.20

0.25

0.30

R
e

o
rd

e
ri
n

g
 r

a
ti
o

Deterministic
Neg.exp.

p = 0.3

p = 0.1(a) Linear prob. dist. 0 5 10 15 20 25 30

Number of abstract links (m)

0.10

0.15

0.20

0.25

0.30

R
e

o
rd

e
ri
n

g
 r

a
ti
o

Deterministic
Neg.exp.

p = 0.3

p = 0.1(b) Inverse linear prob. dist. 0 5 10 15 20 25 30

Number of abstract links (m)

0.10

0.15

0.20

0.25

0.30

R
e

o
rd

e
ri
n

g
 r

a
ti
o

Deterministic
Neg.exp.

p = 0.1

p = 0.3

(
) Uniform prob. dist.Figure 5.2: Illustration for Poisson tra�
For reasonable results, the statisti
al values are obtained from ten bat
hes ea
h in
lud-ing at least one million burst arrivals (the �gures also depi
t the 
on�den
e intervals).The �gures illustrate the formal proof for probabilities of p = 0.1 and p = 0.3. Therein,the probability delay distribution of the disordering network is one of the following threea

ording to Se
tion 4.3.3: linear, inverse linear, uniform.The �gures show, that for a small number of abstra
t links, the reordering probabilityin all 
ases is mu
h lower than the bran
h probability p. With the in
reasing number oflinks, the reordering ratio approximates the bran
h probability of 0.1 and 0.3, respe
tively.Regarding the Pareto tra�
 model, the reordering probabilities for di�erent values of αis very similar if α > 2. For α < 2, the reordering ratio be
omes larger as the variationin
reases. Nevertheless, the reordering ratio of all Pareto parameterizations is well belowthe 
orresponding value of the deterministi
 tra�
. Thereby, the number of links has asigni�
ant impa
t on the reordering ratio while the network delay distribution has onlyminor in�uen
e.The graphs of Figure 5.2 show the results for negative exponentially distributed inter-arrival times. Again, the �gures depi
t the referen
e value for the deterministi
 tra�
showing the same mean than the Poisson tra�
. The �ndings for the Poisson tra�
 areequivalent to the �ndings of the Pareto tra�
. The reordering ratio is always below thedeterministi
 value as well as the reordering value approa
hes the bran
h probability fora large number of links. Comparing the reordering ratio to the 
orresponding value of thePareto tra�
 highlights that Poisson tra�
 shows in general a smaller reordering ratiothan Pareto tra�
.5.2.3.2 Tra�
 Mean Rate Unequal the Basi
 Delay UnitThis se
tion demonstrates the �ndings for a di�erent tra�
 mean rate. Inhere, the tra�
mean rate does not 
orrespond to the basi
 delay unit of the disordering network but iseither smaller or larger. The graphs in Figure 5.3 illustrate that a deterministi
 tra�
model 
reates maximum reordering ratio if the tra�
 mean rate is equal to or largerthan the 
orresponding basi
 delay unit. The graphs illustrate the �ndings for the threedi�erent network delay distributions (linear, inverse linear and uniform). The s
enario
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) Uniform prob. dist.Figure 5.3: Illustration of upper bound with respe
t to 
hanging tra�
 meanshows m = 8 abstra
t links and a bran
h probability of p = 0.1. The dashed lines standfor deterministi
 tra�
 while the symbols stand for Pareto tra�
 and tra�
 showingPoisson 
hara
teristi
s. The x-axis shows the 
hanges in the tra�
 mean rate by thefra
tion of the a
tual arrival rate E [T ′] and the basi
 delay unit E [T ] = ∆.These sample simulations ba
k-up the �ndings of the previous se
tion. For a ratio smallerthan 1, i. e., higher tra�
 mean rate, deterministi
 tra�
 still serves as an upper bound.If the tra�
 mean rate de
reases, the reordering ratio de
reases in general, but the deter-ministi
 tra�
 model does not serve as an upper bound any more for all 
ases. Here, thedi�eren
e network delay distributions (
f. Se
tion 4.3.3) in�uen
e the overall 
hara
ter-isti
. For instan
e, in 
ase of a linear probability distribution, the reordering model stillserves as an upper bound. This 
hara
teristi
 
hanges in 
ase of a uniform or inverse lin-ear probability distribution. The reordering model provides less reordering than expe
tedby the tra�
 models. A reason for this is the inherent modi�
ation of the probabilitydistribution for deterministi
 tra�
. If the tra�
 mean rate de
reases, the inter-arrivaltime gets larger. Consequently, the abstra
t link 1 does not have any impa
t on reorder-ing as its delay is smaller than the inter-arrival time. In 
ase of linear distribution thisimpa
t is rather small, while in both other distributions the impa
t on the overall bran
hprobability is signi�
ant. With an in
reasing inter-arrival time, the lower number abstra
tlinks 2, 3 get idle and the bran
h probability further de
reases.5.3 Determining the Disordering NetworkThis se
tion introdu
es the se
ond appli
ation 
ase for the analyti
 reordering model,i. e., network emulation. Thereby, the network emulation generates pa
ket arrivals 
har-a
teristi
s in
luding out-of-sequen
e pa
kets a

ording to a given 
hara
teristi
. Thereby,the out-of-sequen
e 
hara
teristi
 should follow prede�ned reordering patterns to analyseproto
ols under exa
tly these 
onditions. As only delayed pa
kets 
reate out-of-sequen
earrivals at the destination, it is ne
essary to derive the network delay showing the samereordering pattern as prede�ned.This se
tion applies the �ndings for the analyti
 reordering model for deterministi
 tra�
.This model provides the knowledge on how to delay the pa
kets to re
eive a prede�ned



5.3 Determining the Disordering Network 107reordering pattern. These steps in
lude an inversion of the equations of the reorderingmodel leading to a non-linear 
onstraint optimization problem. This se
tion �rst intro-du
es the optimization problem and the applied solver. Se
ond, if imposes starting pointsfor the solver algorithm.5.3.1 Optimization ProblemThis se
tion applies the fun
tions of the reordering model in reverse dire
tion to obtainthe distribution of the probabilities of the disordering network with respe
t to a givenreordering pattern.The fun
tions to obtain the probability distributions of the reordering extent and the
nr-reordering are dis
rete, non-linear and in an open form (
f. Eq. (4.4), Eq. (4.13),Eq. (4.19)). In an abstra
t view, these fun
tions map an n-dimensional input ve
tor(probability distribution of the disordering network) onto an r-dimensional output ve
tor(reordering metri
 distribution). Abstra
ting these fun
tions by f , leads to the followinggeneri
 equation:

~y = f(~x), where ~x is a probability ve
tor (5.18)Therein, ~y represents either the probability distribution of the reordering extent or the

df of the nr-reordering metri
 a

ording to the model. ~x represents in either 
ase theprobability distribution of the disordering network. If the ve
tor degrades to a s
alar, thefun
tion realizes the reordering ratio of Eq. (4.4).A 
orre
t representation of the experien
ed reordering pattern requires the 
on�gurationof the parameter ~x, i. e., probability distribution of the disordering network. This leadsto the inversion of the reordering fun
tions, i. e., ~x = f−1(~y), whi
h is analyti
ally hard.An alternative approa
h reformulates this problem to a 
onstraint based optimizationproblem using the original fun
tions for the reordering metri
s. If ~y′ denotes the estimatedreordering ve
tor, then Eq. (5.19) depi
ts the non-linear optimization problem with onesingle 
onstraint:
min
~x

||~y′ − f(~x)|| with the norm ||~a|| =
√
∑

i

a2iand 
onstraint 2 =
∑

xi +
∑

|xi|
(5.19)Eq. (5.19) des
ribes how to �nd an ~x, whi
h minimizes the di�eren
e of the expe
tedand the obtained reordering pattern. The se
ond equation formulates the 
onstraint of ~xbeing a probability ve
tor.For this kind of problems various solvers and tools exist. The Optimization Toolbox ofMatlab [111℄ provides a suite of solvers. For the optimization problem of Eq. (5.19), thisthesis applies the solver fmin
on. The solver tries to �nd a minimum of a 
onstrainednon-linear multivariable fun
tion. The solver applies the a
tive set algorithm, whi
h thefollowing literature des
ribes in depth: [112�115℄. This thesis skips the details on thisalgorithm as it is out of s
ope of this thesis. Chapter 6 evaluates the results of the solver



108 Chapter 5. Appli
ation of Analyti
 Reordering Modelsin detail. It introdu
es measures to quantify the mat
h of ~y and ~y′ and illustrates the�ndings at several examples.The solver expe
ts the fun
tion f with an initial starting point ~x0 and a set of 
onstraintsin
luding s
alar or matrix 
onstraints. Additionally, parameters of the step size, thetermination toleran
e on the fun
tion value and the ve
tor ~x 
on�gure the solver. Thiswork 
on�gures the solver using the following set of parameters.- Minimum step size of ~x: 10−5- Termination toleran
e of f : 10−8- Termination toleran
e of the 
onstraints: 10−8These parameters realize a resolution of ~x in the range of 10−4, whi
h is su�
ient for thisstudy. The 
hoi
e of the starting point is topi
 of the next se
tion.5.3.2 Estimation of the Starting PointThe applied solver requires an initial starting point ~x0. This se
tion provides a heuristi
for an initial guess of the network delay distribution. The initial guess requires twoparameters, the dimension of ~x and its initialization. The size of ~x and the maximumpossible value of the reordering metri
s (reordering extent, nr-reordering) 
orrelate. Therelation of the ve
tor length (m) of ~x and the maximum possible reordering extent ê is:
ê = 2m−1. Consequently, the dimension of the network delay ve
tor be
omesm =

⌈
ê+1
2

⌉.If the network o�ers m + 1 di�erent paths from sour
e to destination, then there is onepath showing the minimum delay, while m paths delay the pa
ket. The maximum valueof the nr-reordering metri
 n̂ and the dimension of the ve
tor also 
orrelate: n̂ = m.Consequently, the dimension of the network delay ve
tor be
omes easily m = n̂.The above steps determined the size of the probability distribution ve
tor. The startingpoint of the optimization algorithm requires an initial value of this ve
tor. As the 
orre-lation between the network delay probability ve
tor and the reordering metri
 is highlynon-linear, a dire
t relation is hard to estimate. Therefore, for sake of simpli
ity, theinitial starting point is proportional to the given reordering ve
tor. The initial startingpoint takes the �rst m values of the distribution of the reordering metri
 (extent, nr-reordering) and assigns them to ~x0 after normalization to 1. With this starting point,the solver starts its sear
h to solve the optimization problem. In Se
tion 6 the obtainedsolutions are dis
ussed. The obtained solution serves as an input parameter for networkemulation as dis
ussed in the next se
tion.5.4 Network EmulationNetwork emulation is the major appli
ation of the reordering model in
luding the proposedmethodology. To emulate reordering, network emulation may either delay arbitrarily
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Figure 5.4: Network emulation setuppa
kets by either a prede�ned time interval or may implement spe
ial me
hanisms thatthe out-of-sequen
e pattern at the destination node equals a prede�ned reordering pattern.The latter point is subje
t of this se
tion.Most of the 
ommer
ial and free network emulation tools implement a timer me
hanism toenable pa
ket reordering, e. g., NetEm [116℄, NIST [117℄. They delay pa
kets randomly orby a 
ertain prede�ned delay. They get out-of-order be
ause of the delay and subsequentpa
ket arrivals. These network emulation tools provide only unspe
i�
 pa
ket reorderingas the reordering depends on the 
orrelation of both, the delay and the tra�
 
hara
-teristi
. Consequently, these attempts ex
lude a stru
tured and well de�ned method toquantify the impa
t of a prede�ned reordering pattern on an appli
ation.None of the tools known by the author implement an algorithm whi
h is able to produ
ean expe
ted reordering pattern. The purpose of this se
tion is to show the appli
ation ofthe reordering model in a network emulation tool. Thereby the network emulation toolis able to 
reate any prede�ned reordering pattern. The obje
tive of this approa
h is tostudy the in�uen
e of pa
ket reordering on the proto
ol performan
e.The next se
tion imposes the network emulation setup, whi
h has been setup for thisthesis. The se
ond se
tion introdu
es basi
 me
hanisms the Linux tra�
 
ontrol o�ers.The last se
tion introdu
es in detail the network emulation module, whi
h is responsibleto delay the pa
kets to experien
e a 
ertain reordering pattern.5.4.1 Network Emulation SetupThis se
tion introdu
es the general network emulation testbed. Figure 5.4 shows thenetwork emulation setup. It 
onsists of three nodes inter
onne
ted by Ethernet [802.3℄.
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ation of Analyti
 Reordering ModelsThe outer two nodes represent some personal 
omputers, where A generates the pa
ketsfor B and B replies the pa
kets ba
k to A. The node in the middle C is also a personal
omputer (PC). It is responsible for the network emulation, espe
ially the reorderingproperties. For an easy setup, the nodes run Linux operating systems.The network emulation PC in the middle shows two interfa
es 
onne
ted to A andB, respe
tively. They are lo
ally bridged together forming a virtual layer 2 Ethernetswit
h [118℄, i. e., the network emulation is transparent to any IP 
ommuni
ation. Ea
hdire
tion and interfa
e provides virtual output queuing. The s
heduler at ea
h virtualoutput queue de
ides on the outgoing pa
ket sequen
e a

ording to the queuing dis
i-pline. In the network emulation s
enario, the dire
tion from B to A applies a simpleFIFO s
heduler, while the reverse dire
tion from A to B applies the reordering s
hed-uler. The remaining part of this se
tion uses the term pa
ket shu�er for the reorderings
heduler at the right outgoing interfa
e.The Linux Tra�
 Control framework [119℄ is able to manipulate the s
heduler at theoutgoing interfa
e and to apply a di�erent queuing dis
ipline than FIFO. This thesisapplies this framework to realize the introdu
ed pa
ket shu�er. The following se
tiongives a detailed introdu
tion to this framework and the realization of the pa
ket shu�er.5.4.2 Linux Tra�
 ControlThe Linux tra�
 
ontrol environment provides me
hanisms and fun
tions to enable tra�

ontrol within a router. Tra�
 
ontrol provides me
hanisms to alter the tra�
 
hara
ter-isti
 to a
hieve 
ertain obje
tives. These obje
tives may in
lude � among others � networkperforman
e improvements, network prote
tion and quality of servi
e. The following listdes
ribes typi
al me
hanisms to realize these obje
tives [119℄:Shaping aims at 
hanging the inter-arrival statisti
s of a pa
ket �ow by delaying in-dividual pa
kets. Tasks are to shape on a maximum or on an average rate. Commonme
hanisms implement token bu
ket and leaky bu
ket algorithms [120℄.S
heduling arranges the order of the pa
kets in a queue waiting to be served. The sim-plest model implements a FIFO prin
iple. Other me
hanisms are fair queuing me
hanism,last-in-�rst-out, round robin or random sele
tion.Classifying applies sele
ted 
riteria on pa
kets and assigns them to 
ommon 
lasses,whi
h are identi
ally pro
essed. Methods for 
lassi�
ation mostly 
he
k proto
ol header�elds on any proto
ol layer, e. g., proto
ol type, pa
ket length, port number.Poli
ing des
ribes the de
ision prin
iple to a

ept a pa
ket or not. In most 
ases, poli
ing
he
ks if pa
kets are aligned with a negotiated servi
e level agreement. For instan
e, theservi
e level agreement spe
i�es a maximum rate. In general, poli
ing is a yes/no de
isionon ea
h data unit without any further distin
tion.Dropping dis
ards pa
kets or entire �ows. The de
ision to drop a pa
ket may dependon the poli
ing or the 
lassi�
ation pro
ess.
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hanges a pa
ket for later identi�
ation. Marking may be the result of aprevious 
lassi�
ation or poli
ing pro
ess.The next se
tion applies these basi
 
on
epts to design a network emulation module,whi
h is able to 
reate a prede�ned reordering pattern.5.4.3 Reordering ModuleThis se
tion �rstly introdu
es the Linux tra�
 
ontrol environment of [119℄ and se
ondlyshows its appli
ation for the pa
ket shu�er. The fo
us on the latter part is the real-ization of the statisti
al nature of pa
ket reordering. It provides an introdu
tion to themathemati
al ba
kground for random number generation and espe
ially highlights thelimitations of the Linux kernel.5.4.3.1 Linux Kernel Reordering ModuleThis se
tion gives a short introdu
tion in the Linux kernel modules providing networkemulation features. First, it introdu
es the network emulation module [116℄, whi
h pro-vides the basi
 framework and des
ribes its features and drawba
ks. The se
ond se
tionprovides an overview on the realized reordering emulation module of this thesis.5.4.3.1.1 Network emulation moduleThis se
tion gives an overview on the realized kernel module implementing the pa
ketshu�er of Se
tion 5.4. It relies on the kernel module NetEm [116℄ and provides additionalme
hanisms to enable pa
ket reordering. The NetEm module implements a s
hedulerand realizes the interfa
es of the Linux tra�
 
ontrol environment introdu
ed before.The NetEm module enables the following network emulation features: pa
ket 
orruption,delay, drop, re-sequen
ing. The user may parameterize these features with mean andvariation or even distributions for the pa
ket delay. The re-sequen
ing (reordering) featureprovides three di�erent 
on�gurations:- Delay every nth pa
ket by 
ertain mean and variation.- Delay a 
ertain per
entage of pa
kets by 
ertain mean and variation.- Enable reordering by variation of the pa
ket jitter.This approa
h is able to produ
e a 
ertain reordering pattern, whi
h depends on theapplied reordering method as well as the input tra�
 
hara
teristi
. As stated earlier, the
ombination of delay distribution and arrival 
hara
teristi
s generates reordering events.Be
ause of this dire
t relation, any 
hanges in the input tra�
 
hara
teristi
 
hangesthe output pattern. Consequently, it is hard to investigate a proto
ol with respe
t to a
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Figure 5.5: Pro
ess des
ription of the reordering module
ertain reordering pattern, as the tra�
 pattern is determined by the proto
ol itself andpotentially 
hanging.Although this module is in�exible in this 
ase, the individual pa
ket handling is rathersimple as its delay is time based. Additionally, the module is able to delay pa
kets by thenumber of pa
kets passed by. As this holds for any tra�
, it ex
ludes any randomness.In all three of the above modi�
ations, a delayed pa
ket re
eives an extra delay budget.The pa
ket s
heduler pro
esses the pa
kets in FIFO order and transmits them with zerodelay budgets. Consequently, the state of ea
h delayed pa
ket depends only on its duetime and not on the subsequent arrivals of pa
kets. Any pa
ket delay is independent oflater arrivals and handled individually.5.4.3.1.2 Reordering emulation moduleThe previous se
tion showed the stri
t dependen
y of the reordering pattern on the arrivaltra�
 pattern and the delay in the network. If the reordering pattern is �xed due tosele
ted s
enarios of reordering patterns, the network delay needs to depend on the numberof subsequent pa
ket arrivals rather than on a time budget. If the pa
ket shu�er delayspa
kets by a 
ertain number of subsequent pa
kets, this s
enario equals the reorderingmodel with deterministi
 tra�
. As stated earlier, the number of pa
kets passed and thedelay 
orrespond in the deterministi
 tra�
 s
enario.



5.4 Network Emulation 113This realization requires the s
heduler to maintain a pa
ket 
ounter for ea
h pa
ket. This
ounter indi
ates the number of pa
kets to wait until the s
heduler forwards this pa
ket.For pa
ket-based waiting, the data stru
ture of the waiting pa
kets has been extended tostore the pa
ket 
ounter. Besides 
hanges in the data stru
ture, this also requires 
hangesin the s
heduler. The original time based s
heduler now organizes the work based on thewaiting 
ounter of ea
h pa
ket. The s
heduler redu
es the pa
ket 
ounter of ea
h pa
ketby one at ea
h pa
ket arrival instan
e. Pa
kets with zero 
ounter value leave the queue,while other pa
kets remain in the queue. Figure 5.5 depi
ts the pro
ess of the pa
kets
heduler, whi
h performs pa
ket reordering a

ording to a prede�ned reordering pattern.The next list provides the details on ea
h individual step.1. The pro
ess remains in idle state until a new pa
ket arrives.2. A new pa
ket arrives.3. The pa
ket arrival triggers the pro
ess to de
rement the pa
ket waiting 
ounter ofall waiting pa
kets by one. The s
heduler iterates over the list of waiting pa
ketsand manipulates the pa
ket 
ounter.4. For the new pa
ket, a

ording to the probability distribution of the disorderingnetwork, the kernel randomly 
hooses the number of pa
kets to wait for.5. If the random number equals zero, the pa
ket is forwarded immediately. In anyother 
ase, the s
heduler queues the pa
ket in the bu�er.6. In the last step all pa
kets in the queue with zero pa
ket waiting 
ounter are for-warded applying stri
t FIFO prin
iple.This pa
ket shu�er is able to realize prede�ned reordering patterns. The solution ofthe solver of Se
tion 5.3.1 de�nes the distribution of the random pa
kets to wait for.It 
orresponds to the probability distribution of the analyti
al reordering model. Theproblem of this random 
hoi
e lies in the implementation. This step requires a randomnumber generator, whi
h 
reates random numbers following a prede�ned distribution. Inthe Linux kernel, this is hard to realize as the following se
tions show. The next se
tionsstate the problem and introdu
e its solution.5.4.3.2 Random Number Generation in the Linux KernelThe reordering module requires emulating the splitting pro
ess of the disordering network(
f. Se
tion 4). The splitting pro
ess determines the random delay of ea
h pa
ket in termsof pa
kets to wait for. The random delay follows a dis
rete distribution.For random number generation, the Linux kernel provides a 32 bit pseudo uniformlydistributed random variable [121℄. The following se
tions introdu
e the ne
essary stepsto re
eive random numbers distributed a

ording to a prede�ned dis
rete distribution.This requires �rstly the inversion of the probability distribution fun
tion and se
ondlythe generation of a random event.
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~xFigure 5.6: Visualzation of F (x) and its 
o-domain5.4.3.2.1 The inverse of the 
umulative distribution fun
tionThe waiting time of a pa
ket X (in pa
kets) is a dis
rete random variable with thefollowing 
umulative distribution fun
tion:
F (x) = Pr(X ≤ x) =

x∑

i=0

pi =
x∑

i=0

f(i) = t, 0 ≤ t ≤ 1 (5.20)The inverse fun
tion of F (x) is G(t), where G(t) may in
lude holes as F (x) is a sum ofdis
rete values. Be
ause of these holes, G(t) yields to the smallest x̃, where F (x̃) is equalor larger than t. Eq. (5.21) shows the formal representation of this argument.
G(t) = x̃ where min

x̃
{F (x̃) ≥ t} , 0 ≤ t ≤ 1 (5.21)Figure 5.6 visualizes this relation on an example. It depi
ts F (x) and its 
o-domain withmarked values (star) on the ordinate. The sele
ted value of t (between 0.5 and 0.6) doesnot 
orrespond to any value of the domain of x. In this example, x̃ = 3 be
ause F (3) ≥ twhile F (2) < t, 
f. Eq. (5.21).5.4.3.2.2 Random event generationThis se
tion introdu
es the generation of the uniform distributed value of t and the repre-sentation of G within a table of the Linux kernel as proposed by Chen in [122℄ and Bratleyin [123℄. The Linux kernel represents G in a table T with N rows. Therein, the ith en-try of G holds x̃ as de�ned in Eq. (5.21). These pre
onditions formulate the followingstatement: Let U be a dis
rete random variable with a uniform distribution in domain

1 . . .N , then Y shows approximately the same distribution than X , with Y = T (U).Thereby H(x) is the 
umulative distribution fun
tion of Y . The next paragraphs validatethe above statement. The proof in
ludes the probability distribution and the 
umulative
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tion of the newly 
reated random variable Y .
H(x) =P (Y ≤ x)

=i/N where min
i
{ G(i/N)

︸ ︷︷ ︸

minx{F (x)≥i/N}

} ≥ x (
f. Eq. (5.21))
= ⌊F (x)N⌋ /N as i is an integer (5.22)The se
ond row determines the ith row, where the 
orresponding value of F (x) is equalor larger than i/N . As i is an integer, ⌊F (x)N⌋ de�nes the probable row. Therefore, theshape of H(x) and F (x) are similar ex
ept the �oor fun
tion. With an appropriate tablesize N , the di�eren
e of H(x) and F (x) 
onverges to zero by 1

N
.5.4.3.3 Module ParametersThe approa
h of the last se
tion requires the de�nition of the table size N . The table size

N in�uen
es the quality of the approximation of the distribution of the original randomvariable X . From the previous se
tion the absolute error between both distributions isless than 1
N
. Another 
riteria is the resolution of the original distribution fun
tion F (x).Two neighboured values of X should lead to two di�erent rows in the table to realize the
orresponding random variable Y . The following relation determines the smallest distan
eof neighbouring values, i. e., the resolution of the distribution of X .

min
x

(F (x+ 1)− F (x)) = f(x+ 1) = ǫ where ǫ > 0 (5.23)The resolution of the table T is 1/N . For a suitable resolution of the table, the followingequation must hold:
1 ≤ Nǫ (5.24)As a result, the table size N should ensure N ≥ 1/ǫ. The experiment uses a table size of

N = 8192 resulting in a resolution of about ǫ ≈ 10−4. This 
orresponds to the resolution ofthe solver of Se
tion 5.3.1. The following example illustrates the pro
edure with ǫ = 0.05and a 
orresponding table size of N = 20.Example 5.1. The next lines depi
t the probability distribution and the 
umulative dis-tribution fun
tion of the network delay distribution as well as the resulting table.
f(0) = 0.9 F (0) = 0.90

f(1) = 0.05 F (1) = 0.95

f(2) = 0.05 F (2) = 1.00A

ording to Se
tion 5.4.3.2.2 the table holds the following values.
T ( 1) = G( 1/20) = 0

T ( i) = G( i/20) = 0, 1 < i < 19

T (19) = G(19/20) = 1

T (20) = G(20/20) = 2A uniformly distributed random number applies the modulo operation with the table size
N and 
hooses the appropriate table row. This leads to the desired distribution of X.
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Figure 5.7: Validation of analyti
 model, reordering emulation and simulation5.4.3.4 Module Veri�
ationThe testbed of Figure 5.4 in
luding the reordering emulation module has been setup andtested. This se
tion provides a 
omprehensive analysis of the testbed (
f. Figure 5.4)in 
omparison to the analyti
 model (
f. Se
tion 4.3.1.2) and the values obtained fromsimulation (
f. Se
tion 4.2.2). These di�erent s
enarios start with the same tra�
 modeland the same disordering network. The reordering pattern is subje
t to 
omparison. Inall three s
enarios, the resulting reordering patterns should be the same.The parameters of the 
ommon reordering s
enario are the following: bran
h probabil-ity is p0 = 0.7, m = 10 abstra
t links with a uniform network delay distribution, i. e.,
pi = 0.3/10, 1 ≤ i ≤ m. The tra�
 model is deterministi
 where the inter-arrival time
orresponds to the basi
 delay unit of the network delay environment. In the testbed,node A of Figure 5.4 sends 106 pa
kets with inter-arrival time of ∆ = 100 µs to node B.Node B e
hoes all pa
kets in reverse dire
tion1. Node A tra
es the re
eiving pa
ket se-quen
e numbers and analyses the reordering pattern o�ine using the IETF metri
s ofSe
tion 3.2.5. The reordering module in node C of Figure 5.4 delays pa
kets a

ordingto the pro
ess of Figure 5.5. The simulation parameters of the simulation model in Se
-tion 4.2.2 and the analyti
 expression for the reordering extent in Se
tion 4.3.1.2 applythe same parameters, i. e., m = 10, pi = 0.3/10, 1 ≤ i ≤ m.Figure 5.7 shows the values obtained by the testbed, the analyti
 model and the simulationmodel. The �gure illustrates the probability distribution of the reordering extent metri
of the pa
ket layer. The three 
urves perfe
tly overlap. These �ndings ba
k-up theanalyti
 model and verify the 
orre
tness of the testbed implementation. Consequently,the testbed suits for any investigation on reordering of a given network delay distribution.As the results for any other 
on�guration of the disordering network or the nr-reorderingmetri
s provide no additional �ndings, they were skipped.1Linux ping 
ommand enables this fun
tionality



5.4 Network Emulation 1175.4.3.5 EvaluationThis se
tion shortly evaluates the Linux kernel reordering module and argues its draw-ba
ks and potential limitations. In prin
iple, the module shows two drawba
ks. The�rst drawba
k addresses the 
hanges of the tra�
 
hara
teristi
 and the se
ond drawba
kaddresses some improvements to alleviate in�nite waiting.The reordering module delays pa
kets a

ording to a 
ertain number of pa
kets passedby (e. g., deterministi
 tra�
 model). These delays 
hange the tra�
 
hara
teristi
, i. e.,in
oming and outgoing tra�
 
hara
teristi
s show di�eren
es. In this 
ase, the proto
olsfa
e two di�erent network anomalies, i. e., pa
ket reordering as well as 
hanges in the traf-�
 
hara
teristi
. For a 
on
ise study of the out-of-sequen
e phenomenon, the 
hanges inthe tra�
 
hara
teristi
 have to be alleviated. One solution to almost restore the orig-inal 
hara
teristi
 is to re
ord the observed inter-arrival time at the input and providea playout bu�er releasing these pa
kets following the re
orded distribution. Dependingon the resolution of the measurements, this approa
h may approximate the original ar-rival distribution. As the original tra�
 
hara
teristi
 
hanges in any s
enario of pa
ketreordering, it is in general hard to di�erentiate between the impa
t of reordering or theimpa
t of the 
hanged tra�
 
hara
teristi
.The se
ond drawba
k addresses the delay in the module. As the module implements apa
ket-based waiting, a �nite stream of pa
kets may leave pa
kets in the module waitingin�nitely for subsequent pa
kets. This o

urs if a pa
ket re
eives a delay, whi
h is largerthan the number of remaining pa
kets of this �nite stream of pa
kets. To avoid in�nitewaiting, additionally to the pa
ket-based waiting, a timeout value may be implemented.This timer guarantees that the pa
kets leave the module after a maximum waiting time.The value of the timer should be large enough not to interfere with the general waitingto obtain a 
ertain reordering pattern.Summarizing, the proposed reordering module shows two minor drawba
ks, whi
h maybe alleviated easily. Besides this, they do not interfere with the �ndings of the previousse
tions but show enhan
ements of the module for produ
tive environments.
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6 Evaluation of Analyti
 ReorderingModels
The previous 
hapter applied the analyti
 reordering model of Chapter 4 in two di�erentdire
tions, i. e., for worst-
ase estimations on the amount of reordering and in networkemulation s
enarios to 
reate prede�ned reordering patterns. The parameterization ofthe network emulation requires the solution of an optimization problem, whi
h is de�nedby the prede�ned reordering pattern and the analyti
 reordering model for deterministi
tra�
 (
f. Se
tion 5.3.1). The solution of the optimization problem represents a prob-ability distribution of the disordering network of Se
tion 4. This disordering networktogether with any deterministi
 tra�
 should 
reate the same statisti
al reordering thana prede�ned reordering pattern. This se
tion quanti�es the quality of the solution withrespe
t to the original prede�ned reordering pattern.The reordering metri
s represent statisti
al measures, i. e., probability distributions (ex-tent) and distribution fun
tions (nr-reordering). An evaluation of the goodness of thesemeasures requires spe
ial statisti
al methods for 
omparison. Statisti
s refers to thesemethods as goodness-of-�t tests, whi
h in
lude hypothesis tests as well as graphi
al meth-ods. The �rst se
tion introdu
es both methods for the applied goodness-of-�t tests. Theevaluation pro
ess requires a prede�ned reordering pattern. For reasonable data and asan example for networks showing inherent reordering, this thesis analyses the end-to-endreordering of an opti
al burst swit
hing network. The quanti�
ation of reordering in thesenetworks as well as the in�uen
e of 
ontention resolution s
hemes is subje
t to the se
-ond se
tion. The third se
tion evaluates the solution of the optimization problem, forreordering pattern of sele
ted end-to-end 
onne
tions of the OBS network. The sele
tionin
ludes burst and pa
ket reordering patterns as well as di�erent network load s
enarios.The evaluation shows that the solution approximates the desired reordering pattern verywell. The last se
tion evaluates the 
omplexity to solve the optimization problem. Thisin
ludes the 
omputation time to obtain the reordering metri
s analyti
ally as well as thetime the solver needs for a reasonable solution.6.1 Evaluation MethodReordering metri
s 
hara
terize spe
i�
 reordering patterns. These reordering metri
srepresent statisti
al properties, i. e., probability distributions and distribution fun
tionsof reordering extent and nr-reordering metri
, respe
tively. This se
tion introdu
es the119
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 Reordering Modelsstatisti
al methods to evaluate the statisti
al 
onsisten
y of two empiri
al distributions.The results obtained from the analyti
 model (with the parameterization of the solver)and the results of the simulation need to �t. Literature 
alls this a goodness-of-�t prob-lem. Statisti
s provides two distin
t 
lasses of methods to evaluate if two random variablesshow the same distribution. The �rst 
lass allows a visual evaluation, while the se
ond
lass uses hypothesis tests. Examples of the �rst 
lass are s
atter plot, bar 
hart, his-togram and quantile/quantile plot [124℄. In general, hypothesis tests of the se
ond 
lassin
lude the following steps: (a) propose a null or alternative hypothesis, (b) 
he
k theassumptions, e. g., independen
e of the samples, (
) 
ompute the test statisti
, (d) de
ideon the a

eptan
e of the hypothesis by 
omparing the value of the test statisti
 to 
riti
alvalues obtained from tables.The goodness-of-�t problem distinguishes two appli
ation 
ases. The �rst appli
ation 
asetests if an empiri
al distribution origins from a known distribution. The se
ond appli
ation
ase tests if two empiri
al distributions originate from the same parent distribution.For the �rst appli
ation 
ase, a large number of hypothesis tests inspe
t sample distribu-tions with respe
t to normality, i. e., the Normal distribution. Sele
ted tests in
lude theStudent's t-test [125℄. The Student's t-test is applied to test if the deviation of a randomvariable follows the Normal distribution. Fisher's Z-test [125℄ tests the hypothesis that asample distribution 
an be approximated by a normal distribution. The appli
ation 
aseis similar to Student's t-test but requires a larger number of samples.The se
ond appli
ation 
ase applies for the problem within this thesis. Both distributionsobtained by simulation and analyti
s should mat
h, while their original distribution isunknown. A non-exhaustive list of hypothesis tests (goodness-of-�t tests) for distributionsoriginating from an unknown distribution in
lude the test of Kolmogorov-Smirnov [126℄,the χ2-test [125℄ and the Anderson-Darling test [127℄. The next se
tions introdu
e theapplied quantile/quantile plot for visual 
omparison, the Kolmogorov-Smirnov and the
χ2-test in detail. As the Anderson-Darling test is similar to the Kolmogorov-Smirnovtest with extra weights on the distribution tail, the reader is referred to the originalpubli
ation [127℄.6.1.1 Quantile/quantile PlotThe quantile/quantile-plot (qq-plot, [124℄) enables a visual interpretation, if two samplesets follow the same distribution. Therein one distribution a
ts as a referen
e distribu-tion while the other represents the sample distribution originating from measurements orsimulations. This method requires the 
umulative distribution fun
tion of both samples.The sample 
df may be FX(x) and the referen
e 
df may be FR(x).A qq-plot entitles both axis with the random variable X or the 
df value. The pointsin the graph map x → y, where x → FX(x) and FX(x) = FR(y) → y. For 
omparison,the qq-plot in
ludes a straight 45-degree line. If both distributions mat
h, the dots lie
lose to the straight line. Otherwise, the qq-plot shows shifts and s
ales 
ompared to thereferen
e distribution. Figure 6.3 on page 128 shows an example of a qq-plot.



6.1 Evaluation Method 1216.1.2 χ2-TestThis se
tion introdu
es the χ2-test as it is applied in this thesis. For an in depth intro-du
tion in the wide range of appli
ability of this test, the reader is referred to [125℄. The
χ2-test tests the null hypotheses if a given sample distribution and a theoreti
 or othersample distribution originate from the same distribution. As a measure of goodness-of-�t,the test statisti
 in
ludes the deviation of both probability distributions.The χ2-test requires the probability distribution of the sample random variable X andthe probability distribution of the referen
e random variable R, fX(x) = Pr(X = x) and
fR(r) = Pr(R = r), respe
tively. With both probability distributions, the χ2-test de�nesthe test statisti
 χ2:

χ2 =
∑

i

(fX(i)− fR(i))
2

fR(i)
(6.1)The test statisti
 re
ommends a reje
tion of the null hypothesis if χ2 > χ(1 − α;m).Therein, χ(1−α,m) is the χ-distribution with the signi�
an
e level α, i. e., 95%, and thenumber of samples redu
ed by the number of degrees of freedom m. Otherwise, it a

eptsthe null hypothesis. In this thesis m is 1 as the distribution values 
ome from samples,whi
h are 
onstrained by their number. In this thesis, the χ2-test applies a signi�
an
elevel of 95%.One disadvantage of the χ2-test is its requirement on a large number of samples [125℄. Ifthe number of samples is rather small, the Kolmogorov-Smirnov Test enables an alterna-tive testing method. In this thesis, the number of samples forming the distribution waslarge enough to rea
h the limits of the required number of samples. Nevertheless, thisthesis applies both hypothesis tests to provide profound signi�
an
e. The next se
tionintrodu
es this additional hypothesis test by Kolmogorov and Smirnov.6.1.3 Kolmogorov-Smirnov TestThe Kolmogorov-Smirnov test (KS-test, [126℄) tests the null hypotheses if the distributionof the empiri
al values of the random variable X follows the distribution of the referen
erandom variable R. The KS-test requires the empiri
al 
umulative distribution fun
tionof X and R, FX(x) = Pr(X ≤ x) and FR(r) = Pr(R ≤ r), respe
tively. The test statisti
of the KS-test relies on the maximum distan
e of both distributions and the number ofsamples 
reating both distributions. If FX(x) relies on nx samples and FR(x) relies on nrsamples, the test statisti
 Dnx,nr

be
omes:
Dnx,nr

= sup
x

∣
∣
∣F

(nx)
X (x)− F

(nr)
R (x)

∣
∣
∣ (6.2)The KS-test a

epts the hypothesis if √ nx ny

nx+ny
Dnx,nr

≤ Kα, where Kα is found in ta-bles [126℄ for a 
ertain signi�
an
e level α and sample spa
e: Pr(K ≤ Kα) = 1 − α.If the number of samples, ea
h in
reases 35, δ =
√

−1
2
ln
(
1
2
(1− α)

) approximates Kα
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 Reordering Modelsreasonable well [128℄. With this approximation, one reje
ts the hypothesis if
√

nx ny

nx + ny
Dnx,nr

> Kα, if nx, nr < 35

√
nx ny

nx + ny
Dnx,nr

> δ, if nx, nr ≥ 35In any other 
ase, one a

epts the hypothesis. For large nx and nr the square root
onverges to zero, whi
h leads to a general reje
t of the hypothesis until both distributions
orrespond exa
tly.The above version of the KS-test 
onsiders two empiri
al distributions. Literature namesthis variant Two Sample KS-test. If the referen
e sample distribution follows a theoreti
distribution, the number of samples grows to in�nity nr → ∞ and the KS-test simpli�esto √
nxDnx,nr

> Kα and √
nx Dnx,nr

> δ, respe
tively. In this thesis, the distributionsobtained by simulation are tested to the analyti
ally obtained distributions of the reorder-ing model. The distributions from simulations are of empiri
al nature, while the analyti
distributions represent theoreti
 distributions with an in�nite number of samples. As thetest is symmetri
, the assignment of these distributions to FR and FX does not matter.The KS-test requires the number of samples of the empiri
al distribution fun
tion. Thesimulation re
ords and provides these measures. In the following, the signi�
an
e level ofthe KS-test is 95%.6.2 Opti
al Burst Swit
hing Network SimulationThis se
tion introdu
es the opti
al burst swit
hing (OBS) network simulation environ-ment, whi
h provides the measures of the reordering metri
s introdu
ed in Se
tion 3 and
al
ulated analyti
ally in Se
tion 4. The OBS network simulation applies the networksimulator of Gauger's dissertation [66℄ without the opti
al burst transport network ex-tensions. The simulator has been extended by the reordering metri
s of Se
tion 3.2.5to re
ord the burst reordering pattern. The �rst subse
tion gives a brief overview onthe major 
hara
teristi
s of this simulator. This in
ludes network and node models aswell as implemented and applied 
ontention resolution s
hemes. The se
ond subse
tionintrodu
es the set of simulation parameters.6.2.1 SimulatorThe OBS network simulator of this thesis relies on the work of Gauger [66℄. It uses theevent-driven simulation library SimLib [129℄ and models the basi
 properties of an OBSnetwork introdu
ed in Se
tion 2.4.2. Details on the implementation of this simulatorprovides [66℄, while this thesis highlights the main properties of this simulator brie�y.The network simulator requires dimensioning of network resour
es, i. e., link and node
apa
ities. This se
tion introdu
es �rstly the network dimensioning pro
ess and highlightsse
ondly the most important parameters of the node model.



6.2 Opti
al Burst Swit
hing Network Simulation 1236.2.1.1 Network DimensioningThe dimensioning pro
ess starts from a population-based tra�
 demand model, i. e., theamount of data ex
hanged with the other nodes is relative to their size. These end-to-end demands together with a sele
ted topology and a routing algorithm (e. g., Dijkstra'sshortest path) de�ne the required 
apa
ity per link between two 
onne
ted nodes. Therouting algorithm passes these demands within the given topology. On ea
h link, therouted demands superpose. The dimensioning pro
ess now maps the required 
apa
ityonto �bres 
arrying a 
ertain number of wavelengths. Here, two parameters determinethe mapping pro
ess: the 
apa
ity of a single wavelength and the number of wavelengthsper �bre.The routing and wavelength assignment steps de�ne the physi
al topology in
luding theresour
es of the network for a 
ertain load s
enario. The s
enario of above de�nes themaximum load s
enario of 100%. This maximum load s
enario pla
es the demands ideallyin the network. In general, performan
e studies others than 100% have two options tovary the network load. Either they redu
e the tra�
 demand or they in
rease the availablenetwork resour
es, e. g., link 
apa
ity. The simulator of this thesis implements the se
ondoption and in
reases the network resour
es for load s
enarios smaller than 100%. Theparameter α des
ribes the amount of overdimensioning the network shows, i. e., α = 1
orresponds to the 100% s
enario; if α > 1, network load de
reases.6.2.1.2 Node DimensioningFor burst forwarding, the nodes reserve 
apa
ity on the next link. Otherwise, if thenode 
orresponds to the destination node of the burst, the node delivers the burst tothe re
eiver. Se
tion 2.4.2 already introdu
ed the ar
hite
ture of an OBS node in detail.The most important parameters and degrees of freedom of an OBS node implementedin this simulator in
lude the number of input/output ports and the available 
ontentionresolution s
hemes. Thereby, a port is the atta
hment of one �bre.The 
onne
tivity of a node and the initial dimensioning pro
ess de�nes the number ofinput/output ports. The required 
apa
ity per link together with the wavelength 
apa
ityand the number of wavelengths per �bre translates in the number of ports. Consequently,the result of the dimensioning pro
ess parameterizes the number of ports of an OBS node.Thereby, in this model the swit
hing matrix does not represent a limitation regarding thes
alability of the node.The 
ontention resolution s
hemes in
lude wavelength 
onverters, �bre delay lines as wellas de�e
tion routing. Thereby, the 
ontention resolution s
hemes of wavelength 
onversionand the �bre delay lines are node-lo
al s
hemes, whereas de�e
tion routing is a 
ontentionresolution s
heme. Consequently, the parameterization of the wavelength 
onverters aswell as the �bre delay lines is node spe
i�
. The wavelength 
onverter pool re�e
ts thenumber of wavelength 
onverters for 
ontention resolution. As wavelength 
onversiondoes not 
ontribute to any burst reordering, the number of 
onverters is unlimited tonegle
t its impa
t. The resour
e management of �bre delay lines may be dedi
ated perport or �bre or shared among all ports. Gauger provides in [66℄ a detailed 
lassi�
ation.
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 Reordering ModelsThis work assumes shared �bre delay lines, where the number of �bres and the numberof wavelengths per �bre represent the major parameters. The di�erent wavelengths of asingle FDL may be used in parallel.6.2.1.3 Contention Resolution S
hemesSe
tion 2.4.2.4 already provided an in depth introdu
tion in 
ontention resolution s
hemesof OBS networks. This simulator implements wavelength 
onversion, burst bu�ering aswell as de�e
tion routing. The following list imposes the major parameters of theseme
hanisms.Wavelength Conversion (
onv): The number of wavelength 
onverters and their or-ganisation determine this parameter.Fiber Delay Lines (Fdl): The number of FDL lines and the number of wavelengthsper FDL de�ne its 
apability.De�e
tion Routing (De�): The maximum number of alternative paths as well as themaximum number of hops determine this parameter.Besides these individual me
hanisms, the simulator allows 
ombinations of 
ontentionresolution s
hemes. Thereby the order of the s
hemes re�e
ts the sequen
e of alternativefallba
k variants, i. e., if 
ontention 
annot be resolved with the �rst s
heme the nexts
heme applies et
. This thesis applies the following 
ontention resolution s
hemes, wherewavelength 
onversion Conv is always applied �rst.Fdl Fibre delay linesDe� De�e
tion routingDe�Fdl De�e
tion routing and �bre delay linesFdlDe� Fibre delay lines and de�e
tion routingBesides wavelength 
onversion, all other 
ontention resolution s
hemes may 
hange theburst arrival order at the destination node. The simulations in Se
tion 6.3 quantify theamount and 
hara
teristi
 of out-of-sequen
e arrivals per 
ontention resolution s
heme.6.2.1.4 OBS Tra�
 Pro�leThe network load originates from a population-based model. The tra�
 itself negle
tsthe burst assembly pro
ess at the edge but simulates the burst level. This restri
tionavoids non-s
alable multi-times
ale simulations on pa
ket as well as on burst level. Thesimulator abstra
ts the assembly pro
ess by tra�
 sour
es. These tra�
 sour
es 
reatebursts originating from an assembly pro
ess. These sour
es require three parameters,
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Figure 6.1: Referen
e network, [1℄the burst length distribution, the inter-arrival time distribution as well as the destinationdistribution. The �rst two parameters model the burst assembly pro
ess, while the se
ondparameter re�e
ts the applied population based demand model.6.2.2 Simulation ParametersThis se
tion introdu
es the applied simulation parameters of this study. It di�erentiatesbetween parameters of the dimensioning pro
ess, parameters of the nodes and param-eters of the burst generation pro
ess. The applied topology follows the pan-EuropeanCOST 266 referen
e network in [1℄. Figure 6.1 depi
ts the referen
e network. The net-work dimensioning pro
ess assumes the following parameters:- Wavelengths per link: 8- Line rate per wavelength: 10 Gbit/s- Link delay (national network): 1 ms- Resour
e reservation: just enough time (JET, [69℄)- Mean burst length: 12.500 BThe following parameterize the 
ontention resolution s
hemes per node:- Number of wavelength 
onverters: unlimited- Number of FDL per node: 1- Number of wavelengths per FDL: 32- De�e
tion routing: the number of alternatives paths 
onsidered at a node is 1, whilethe number of allowed hops per de�e
tion path is unlimited.
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 Reordering ModelsAs the number of 
onverter pools is unlimited with shared FDL, the produ
t of thenumber of wavelengths per FDL times the number of FDL gives the available 
apa
ity for
ontention resolution using FDL. The 
hosen single FDL with 32 wavelengths relies onprevious work [130℄, whi
h shows reasonable network performan
es. In total, there are 32FDL bu�er pla
es available, whi
h also re�e
t a boundary where an additional in
reasedoes not lead to signi�
ant improvements in the network performan
e [81℄.The sour
es for opti
al bursts are parameterized with the following settings. The burstdeparture pro
ess follows a Poisson pro
ess with negative exponentially distributed inter-arrival times. This re�e
ts a s
enario of a large number of sour
es multiplexed together,i. e., metro and 
ore networks s
enario. The burst size distribution follows the parametersof the dissertation of Gauger des
ribed in [66℄. The burst size is negative exponentiallydistributed. This distribution re�e
ts bursts resulting from a tri-model Internet tra�

hara
teristi
s as Vega et al. studies in [46℄. Ea
h 
reated burst randomly destines one ofthe other nodes. The distribution of destination follows the empiri
al population baseddistribution.6.3 Comprehensive ResultsThis se
tion evaluates the results from the optimization problem of Se
tion 5.3.1. Thesolution parameterizes network emulations, whi
h are able to 
reate the same reorderingpattern as the reordering pattern obtained from the OBS network simulation with theabove parameter set. It evaluates single layer studies on the burst reordering pattern aswell as the results obtained from hierar
hi
al pa
ket reordering. The evaluation pro
essapplies the qq-plot as well as the χ2 and KS-tests introdu
ed before.The �rst se
tion presents global �ndings of the reordering pattern in an opti
al burstswit
hed network. Therein the reordering patterns per link have been averaged to givean overall impression of the present reordering in su
h networks. The se
ond se
tionevaluates the �ndings of the burst layer, while the third se
tion fo
uses on the evaluationof the pa
ket reordering metri
s. The last se
tion evaluates the 
omplexity to solve theoptimization problem.6.3.1 General ObservationsThis se
tion presents the simulation results of the simulator introdu
ed before. The sim-ulation obtains reordering results for the introdu
ed 
ontention resolution s
hemes: FDL,de�e
tion routing and 
ombinations of them. Ea
h end-to-end 
onne
tion re
ords the ex-perien
ed reordering. The following graphs give an overall impression on the fundamentalrelation between the mean reordering metri
s and the 
ontention resolution s
hemes fordi�erent load s
enarios. Figure 6.2a) reviews the 
ontention resolution s
hemes with re-spe
t to burst losses in di�erent network load s
enarios. With α > 1, i. e., de
reasingload, the burst loss probability de
reases regardless of the applied 
ontention resolutions
heme. This is obvious as the reasons for 
ontention redu
e. The �gure also depi
ts that
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) Mean nr-reorderingFigure 6.2: Global reordering pattern (mean values)a 
ombination of two s
hemes always leads to higher burst loss ratios as the 
orrespond-ing single s
heme, e. g., De� shows less burst losses than De�FDL. The reason is that theadditional s
heme o

upies additional resour
es in high load situations and 
onsequentlyin
reases the probability of 
ontention. Another general observation is that de�e
tionrouting leads to a higher burst loss probability than FDL. This is obvious as de�e
tionrouting requires extra links, while FDL applies additional resour
es to bu�er bursts.Figure 6.2b) shows the results for the mean reordering extent. This graph representsearlier results obtained by Perelló and Gunreben et al. in [26℄. If the 
ontention resolutions
heme only applies FDL, for the 
hosen s
enario, the average extent value is quite low inthe range of about 20-40 independent of network load. The quite small extent originatesfrom the short �bre delay lines 
ompared to the mean inter-arrival time of the burst.If the 
ontention resolution s
hemes apply also de�e
tion routing in any 
ombination,for this s
enario, the extent in
reases orders of magnitudes, as the experien
ed delay onalternative de�e
tion paths is orders of magnitudes larger than the inter-arrival time. Ifthe 
ontention resolution s
heme applies both, �bre delay lines and de�e
tion routing(FDLDe�), the graph �aps from de�e
tion routing 
urve towards the 
urve of pure �bredelay lines. This 
hara
teristi
 re�e
ts the s
enario that in high load situations, de�e
tion,while in low load situation, �bre delay lines resolve 
ontention. If the 
ontention resolutions
heme applies both s
hemes in reverse order, the situation 
hanges. In this s
enario,
ontention is resolved in high load situations by de�e
tion routing and �bre delay lines.In load situations, de�e
tion routing mainly resolves 
ontention, i. e., the 
urve of De�FDLapproa
hes the 
urve of De�.Figure 6.2
) shows the mean of the re
orded nr-reordering metri
 values. Note thatthe �gure depi
ts the average values among out-of-sequen
e bursts. It shows two majordi�eren
es 
ompared to the mean extent value of Figure 6.2b). First, the average nr-reordering value is in
reasing with de
reasing load. The reason is that in low load s
enariosreordering be
omes unlikely. However, if reordering o

urs it o

urs for single burstsonly and produ
e long series of in-order bursts, whi
h results in large values of nr (
f.Chapter 3). In high load s
enarios, reordering o

urs more likely but in these 
ases, trainsof out-of-sequen
e bursts are rare, too. The �ndings for the 
ontention resolution s
hemesDe�FDL and FDLDe� still hold for the nr-reordering s
enario.
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(d) Nr-reordering qq-plotFigure 6.3: Burst reordering analysis Paris � Rome, α = 1.356.3.2 Burst ReorderingThis se
tion evaluates the results of the optimization problem. It 
hooses two sele
ted
onne
tions from the simulation results as any other 
onne
tion leads to similar results.The evaluation pro
ess in
ludes four di�erent 
riteria, the two graphi
al interpretationsand the two hypothesis tests of Se
tion 6.1. The graphi
al evaluations depi
t the reorder-ing metri
s from simulation and from the analyti
 model together with the solution of thesolver in the same �gure to give a visual impression on the quality of the solution. Be-sides this, the qq-plot visualizes the quantile of both distributions. The next paragraphsprovide the results for 
onne
tions Paris�Rome and Zagreb�Muni
h (
f. Figure 6.1 onpage 125). Additionally to the burst results, Se
tion 6.3.3 provides the results for thepa
ket level.Figure 6.3 depi
ts the simulation results for bursts of the 
onne
tion from Paris to Romeat a load s
enario of α = 1.35. Figure 6.3a) depi
ts both, the 
onditional reorderingextent distribution obtained from simulation as well as the 
onditional reordering extentdistribution from the analyti
 model with the solution of the solver. In both and the
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ases the distribution is 
onditioned by e > 0. The visual expression is that bothdistributions mat
h and originate from the same distribution. The hypothesis tests (χ2,KS-test) both agree on this �nding and re
ommend the a

eptan
e of the hypothesis at asigni�
an
e level of 95%. Additionally to the hypothesis tests, the qq-plot of Figure 6.3b)emphasizes this �nding graphi
ally. The values o

upy the straight line, whi
h indi
atesthe 
orrelation of both distributions. Besides this straight o

upation, some points residebeside the line. The dis
rete values of the distribution and a small error in the solution
reate this small variation, i. e., one integer value beside the line still re�e
ts a very goodmat
h.Figure 6.3
) and Figure 6.3d) depi
t the �ndings for the nr-reordering metri
. The 
on-ditional 

df of the nr-reordering metri
 in the left visualizes the a

urate solution of theoptimization problem. The solution of the solver resides within the 
on�den
e intervalsof the distribution and the values of the qq-plot again follow a straight line. Note that inthe qq-plot, larger values than 12 follow a horizontal line. This o

urs, if one distributionshows a larger upper bound than the other. In this 
ase, the distribution value of onedistribution always points to the maximum distribution value of the other distribution. InFigure 6.3d), the distribution from the simulation shows larger nr-reordering values thanthe solution of the solver. As the 
orresponding value of this distribution is quite low,this does not a�e
t the re
ommendation of the hypothesis tests. Both hypothesis tests,i. e., KS-test and χ2-test, re
ommend an a

eptan
e of the hypothesis that both distribu-tions originate from the same distribution. Summarizing, the solution of the solver, i. e.,the obtained parameterization of the disordering network for deterministi
 tra�
 suitsthe reordering pattern by simulation. Consequently, the �ndings of the solver may serveas parameter for the network emulation of Se
tion 5.3.1 to 
reate the same statisti
alreordering than obtained from simulations.In addition to the �ndings of the previous link, Figure 6.4 depi
ts the burst reorderingresults of the 
onne
tion Zagrab�Muni
h for a load of α = 1.3. As Zagreb is a nodewith a rather small tra�
 volume (population-based tra�
 matrix) and as it is only twohops to Muni
h, the number of reordered bursts is small, too. The reordering extent inFigure 6.4a) as well as the nr-reordering metri
 in Figure 6.4
) is limited up to valuesof 10. Also the amount of reordered bursts is very small in the order of 3 · 10−3. Asthe event of a reordered burst o

urs rarely, the 
on�den
e intervals are larger than inthe �rst example. Espe
ially for small nr-reordering and extent values, the 
on�den
eintervals in
rease strongly. Nevertheless, Figure 6.4a) and 
) depi
t both distributions.The solution of the solver and the simulation results perfe
tly mat
h. The qq-plots of bothmetri
s as well as both hypothesis tests indi
ate that both distributions originate fromthe same distribution. Summarizing with the results of Se
tion 5.4.3.4, the solution of thesolver will reprodu
e the same statisti
al reordering in network emulations as observed inthis simulation.6.3.3 Pa
ket Reordering in Pa
ket Assembly NetworksThe last se
tion showed exemplarily that the solver is able to obtain the required param-eterization for burst reordering. The simulation results dire
tly de�ne the optimization
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(d) Nr-reordering qq-plotFigure 6.4: Burst reordering analysis Zagreb � Muni
h, α = 1.3problem. Besides burst reordering, it is more valuable to emulate the a
tual pa
ket re-ordering if a network shows assembly me
hanisms. Se
tion 4.4.1 on page 90 presentedalready the fundamental me
hanisms to obtain the pa
ket reordering pattern form theoriginal burst reordering pattern. The 
onne
tion between both is the distribution onthe number of pa
kets per burst. This se
tion applies these �ndings and derives thepa
ket reordering patterns with respe
t to the burst reordering patterns. With the pa
ketreordering pattern, the steps are equivalent 
ompared to the burst reordering pattern.This se
tion undergoes the whole pro
edure for the pa
ket reordering metri
s: It startswith the burst reordering metri
s obtained of the simulation. Together with a distributionon the number of pa
kets per burst, this leads to pa
ket reordering metri
s. This last stepserves as an input parameter for the solver. The remaining two steps 
orrespond to thesteps in
luding only burst reordering patterns. The result of the solver in 
ombinationwith the analyti
 reordering model should lead to the initial pa
ket reordering metri
s.The results from the solver and the goodness-of-�t of both distributions are subje
t ofthis se
tion.



6.3 Comprehensive Results 131

0 10 20 30 40 50 60 70 80 90 100

Extent e

0.0

2.0×10
-4

4.0×10
-4

6.0×10
-4

8.0×10
-4

1.0×10
-3

1.2×10
-3

1.4×10
-3

1.6×10
-3

1.8×10
-3

2.0×10
-3

C
o
n
d
it
io

n
a
l 
p
ro

b
a
b
ili

ty
 d

is
tr

ib
u
ti
o
n
 P

(E
 =

 e
),

 e
>

0

Burst, Simulation

x = -2
x = -1
x = 0
x = 1
x = 2

Packet, Analysis

(a) Extent probability distribution 0 10 20 30 40 50 60 70 80 90 100

N
r
-reordering

5.0×10
-4

1.0×10
-3

1.5×10
-3

2.0×10
-3

2.5×10
-3

3.0×10
-3

3.5×10
-3

4.0×10
-3

4.5×10
-3

5.0×10
-3

5.5×10
-3

6.0×10
-3

6.5×10
-3

7.0×10
-3

7.5×10
-3

8.0×10
-3

C
o
n
d
it
io

n
a
l 
n

r-r
e
o
rd

e
ri
n
g
 c

c
d
f 
P

(N
r >

 n
r),

 n
r≥

0

Burst, Simulation

x = -2
x = -1
x = 0
x = 1
x = 2

Packet, Analysis
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dfFigure 6.5: Theoreti
 pa
ket reordering Paris � Rome, α = 1.35The next subse
tions �rstly introdu
e a model for the distribution of pa
kets per burstand se
ondly evaluate the solution of the solver for the pa
ket reordering s
enario.6.3.3.1 Pa
ket per Burst DistributionThis se
tion studies pa
ket reordering patterns with respe
t to the original burst re-ordering patterns. Therein the pa
ket per burst distribution shows the major in�uen
e.In general, the pa
ket per burst distribution varies, as the pa
ket per burst distributionhighly depends on the 
lient pa
ket 
hara
teristi
s, the overall load s
enario and the burstassembly strategy. Consequently, it is not possible to identify a single distribution per ap-pli
ation, proto
ol or load s
enario. For a basi
 study on the e�e
t of the pa
ket per burstdistribution on the reordering pattern, this thesis shows a simple theoreti
 distribution,whi
h enables the basis for further studies on this topi
.In this study, the distribution of the number of pa
kets per burst follows the Poissondistribution. It serves the requirements of a simple parameterization and allows basi
�ndings. The Poisson distribution shows a single parameter, the expe
ted number ofpa
kets per burst κ and per �ow. For a �rst study, the expe
ted number of pa
ketsper burst is varied with the following exponential series, i. e., κ = 2x, x ∈ N. In thisthesis, x = −2,−1, 0, 1, 2, whi
h leads to the following mean number of pa
kets per burst
κ = 0.25, 0.5, 1, 2, 4. These mean values for the number of pa
kets per burst range inthe order of the results found by Detti et al. in [29℄. Therein, the left edge of the seriesdenotes a low 
apa
ity �ow while the right edge denotes a high 
apa
ity �ow.Figure 6.5 and Figure 6.6 depi
t the in�uen
e of the pa
ket per burst distribution for twosele
ted end-to-end 
onne
tions of the 
onsidered network topology. Figure 6.5a) and b)
onsider the 
onne
tion Paris�Rome at α = 1.35, while Figure 6.6a) and b) 
onsider the
onne
tion Hamburg�Amsterdam at α = 1.1. The 
onsidered reordering metri
s in
ludethe reordering extent in a) as well as the nr-reordering metri
 in b). Ea
h �gure showsthe original burst reordering metri
 obtained from simulation. Additionally, it shows the
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dfFigure 6.6: Theoreti
 pa
ket reordering Hamburg � Amsterdam, α = 1.1transformed reordering metri
s for a di�erent average number of pa
kets per burst, i. e.,di�erent x. Note that the reordering metri
s of the burst layer equals the s
enario ofexa
tly one pa
ket per burst. The �gure also shows the results for one pa
ket per burston average, i. e., x = 0. Both results are di�erent, i. e., the 
urves do not mat
h. Thefollowing observations on the graphs of the extent and the nr-reordering metri
s hold forboth 
onne
tions, i. e., Figure 6.5 and Figure 6.6. In this thesis, these two 
onne
tionswere sele
ted, any other 
onne
tion would not provide additional �ndings.Figure 6.5a) and Figure 6.6a) depi
t the results of the extent probability distribution. Thesolid line represents the burst reordering extent, while the dotted lines show the resultsfor di�erent x, i. e., mean number of pa
kets per burst. If the mean number of pa
kets perburst in
reases x > 0, the mean extent also in
reases, i. e., the distribution moves to theright. Additionally, the distribution be
omes broader and �atter 
ompared to the originalburst reordering extent distribution. The reason for this 
hange is the in
reasing numberof pa
kets per burst. The pa
ket extent value 
orresponds approximately to the produ
tof the number of pa
kets per burst and the burst extent value. If the number of pa
ketsper burst de
reases below one pa
ket per burst on average, i. e., x ≤ 0, the distributionshifts to the left. Besides this, the distribution be
omes thinner as large extent valuesbe
ome more unlikely. The reason for this shift is the small number of pa
kets on average.If a burst arrives reordered and the number of pa
kets within ea
h burst is less than 1,large extent values be
ome unlikely. If there are pa
kets in the 
orresponding bursts, theirnumber is quite small. The distributions at the left be
ame thin and small. Althoughindividual pa
ket probabilities ex
eed the probabilities for the burst extent, the integralof these thinner distributions is smaller than the original distribution of the burst extent.The �ndings of Se
tion 4.4.1 illustrate exa
tly this. They show that the burst reorderingratio rea
hes its maximum with respe
t to any pa
ket per burst distribution.Figure 6.5b) and Figure 6.6b) depi
t the results for the 

df of the nr-reordering metri
.Similar observations apply. An in
reasing average number of pa
kets, i. e., x > 0, extentsthe 

df towards higher nr-reordering values. At the same time, the number of pa
ketswith nr > 0 de
rease as pa
kets within one burst are always in-order. These pa
kets
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(b) Extent qq-plot
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(d) Nr-reordering qq-plotFigure 6.7: Pa
ket reordering analysis Muni
h � Brussels, α = 1.3re
eive a nr-reordering value of nr = 0. Additionally, the reordering ratio remains thesame for x > 1 as shown in Se
tion 5.2. For s
enarios with a smaller average numberof pa
kets per burst, i. e., x < 0, the extension of the distribution is redu
ed as well asthe ratio or reordered pa
kets is de
reased. The 

df moves to the left and drops away.The reason for this is the de
reasing probability of an out-of-sequen
e burst arrival aswell as the de
reasing probability of 
onse
utive pa
kets satisfying the stri
t order inthe sequen
e number as introdu
ed in Se
tion 3.2.5. The relation between the averagenumber of pa
kets per burst and the nr-reordering metri
s totally agrees with the �ndingsof S
hlosser et al. in [27℄.6.3.3.2 The Results of the Optimization ProblemThis se
tion applies the solver of Se
tion 5.3.1 on the transformed pa
ket reorderingmetri
s of the previous se
tion to obtain the probability distribution of the disorderingnetwork. Hereby, the transformed reordering pattern 
onsiders the original burst reorder-ing pattern and a suitable pa
ket per burst distribution. For a quantitative evaluation,
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 Reordering Modelsthis se
tion again applies the methods of Se
tion 6.1 in
luding the visual interpretationand both hypothesis tests. For two sele
ted sample 
onne
tions, the following �gures showthe results of the solver and the original reordering pattern.Figure 6.7 sele
ts the 
onne
tion between Muni
h and Brussels at a load level of α = 1.3.Figure 6.7a) depi
ts the extent distribution for an average of one pa
ket per burst, i. e.,
x = 0. Note that x = 0 does not equal the s
enario if there is exa
tly one pa
ket inevery burst. While the latter s
enario equals the burst reordering s
enario, the formershows statisti
al variations from that. x = 0 was 
hosen as a trade-o� for reasonablevalues of the distribution. The graph of the pa
ket reordering does not 
ontain any
on�den
e intervals, as its values are derived from analyti
s (
f. previous se
tion). Thevisual impression implies that the results from the solver together with the analyti
 model�t the transformed distribution from simulation. The qq-plot on the right side strengthensthis impression, nearly all markers lie on the 45-degree line. Besides the qq-plot, also theKS-test as well as the χ2-test re
ommend the hypothesis that both plots originate fromthe same distribution. The �ndings for the reordering extent distribution 
orrespond tothe �ndings obtained for the nr-reordering metri
s depi
ted in Figure 6.7
) and d). Again,the �ndings of the solver and the referen
e graph 
orrespond. This in
ludes the visualimpression and the results of the qq-plot. Additionally, the hypothesis tests re
ommendan a

eptan
e of the hypothesis that both distributions originate from the same parentdistribution.As a se
ond example, Figure 6.8 depi
ts the results from the 
onne
tion between Paris andRome in a load s
enario of α = 1.35. Again, there is one pa
ket per burst on average, i. e.,
x = 0. Con
erning the reordering extent metri
 in Figure 6.8a), on a visual impression,both distributions mat
h, although the solution of the solver does not span the whole rangeof the 
al
ulated distribution values, i. e., e > 21. In addition, the qq-plot 
on�rms thisimpression and shows the missing values of the solvers for e > 21. The marks superposeon the 45-degree line or one position aside due to ina

ura
y or dis
retization. Bothhypotheses re
ommend an a

eptan
e of the hypotheses that both distributions originatefrom the same parent distribution. In both 
ases, the number of samples provide enough
on�den
e for a signi�
ant level of 95%. Additionally to the reordering extent metri
s,the �gure also depi
ts the results for the nr-reordering metri
. The visual impression aswell as the qq-plot are even more promising, both 
urves perfe
tly �t. Also the KS-testand the χ2-test also re
ommend an a

eptan
e of the hypotheses that both distributionsoriginate from the same parent distribution.Summarizing, with the solution of the optimization problem, it is possible to re-engineerthe disordering network for transformed reordering metri
s, i. e., pa
ket reordering metri
sobtained from burst reordering metri
s. On two sele
ted samples in
luding both metri
s(reordering extent, nr-reordering), the pro
ess to evaluate the solution of the solver wasdemonstrated. Any other pa
ket per burst distribution leads to similar a

urate results.As they provide no new �ndings, they were skipped. Re-engineering the transformedreordering pa
ket metri
s be
omes very di�
ult for large absolute values of the extent andthe nr-reordering metri
, 
f. Figure 6.5a). Large absolute values result in large ve
tors,whi
h in
rease the 
omplexity of the solver. The next se
tion addresses this issue andevaluates the 
omplexity of the optimization problem.
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(d) Nr-reordering qq-plotFigure 6.8: Pa
ket reordering analysis Paris � Rome, α = 1.356.4 Complexity AnalysisThe previous se
tions evaluated the solutions of the optimization problem of Se
tion 5.3.1with respe
t to their goodness-of-�t. In order to obtain the reordering metri
s analyti
ally,the evaluation step itself as well as the required e�ort of the solver were negle
ted. Thisse
tion now quanti�es the e�ort of the solver step itself and draws 
on
lusions on thes
alability of the optimization problem. Besides this, the 
omplexity to evaluate thereordering metri
s analyti
ally is subje
t to this se
tion.For a 
omprehensive evaluation, this se
tion applies Landau's O-notation already intro-du
ed in Se
tion 3.1.5 on page 43, e. g., O(n2) denotes squared 
omplexity of a fun
tionfor in
reasing n. Thereby, n may be the number of fun
tion 
alls or items to pro
ess.Solving the optimization problem in
ludes in prin
iple three steps: 1. Choi
e of an ap-propriate starting point and 2. evaluation of the reordering metri
s at a 
ertain point,i. e., 
ertain network delay distribution, 3. sele
tion of the next point, whi
h minimizesthe optimization problem. Steps 2. and 3. 
ontinue until a suitable point has been found



136 Chapter 6. Evaluation of Analyti
 Reordering Modelsor the maximum number of iterations has been rea
hed. Both steps together de�ne thee�ort of the solver. This se
tion addresses both steps and evaluates their 
omplexity withrespe
t to the 
omputation time.This se
tion �rstly studies the 
omplexity to evaluate the fun
tions of the reordering met-ri
s of Se
tion 3.2.5. The se
tion se
ondly studies the 
omplexity of the solver algorithmand the solution pro
ess in total. Both studies apply Landau's O-notation.
6.4.1 Model ComplexityThis se
tion evaluates the 
omplexity to obtain the reordering metri
s of reordering ratio,reordering extent and nr-reordering metri
 for deterministi
 tra�
. As the 
orrespondingfun
tions of Se
tion 4 are non-linear and in
lude 
onvolution steps, the evaluation requiressome 
omputational time. This se
tion studies the time to evaluate these fun
tions andprovides an estimate on the s
alability of this evaluation step.The evaluation of the reordering ratio is rather simple, it allows the estimation of the
omplexity by 
he
king Eq. (4.4). The fun
tion shows a 
omplexity of O(m3), if m isthe number of abstra
t links. The �rst sum of Eq. (4.4) depends on m as well as theprodu
t and the se
ond sum. If the evaluation time matters, an e�
ient implementationmay redu
e the e�ort to O(m2). This is possible as the se
ond sum represents a sum of
onse
utive values, where the sum of two neighbouring k only di�ers by one term. Thisredu
es the 
omplexity of the se
ond sum to O(1).For both other equations, i. e., Eq. (4.13) for the reordering extent and Eq. (4.19) for the
nr-reordering metri
, it is not possible to give the 
omplexity by analysing dire
tly theequations. The fun
tions for the reordering extent Eq. (4.13) and the equation for the
nr-reordering in Eq. (4.19) are far more 
omplex. Therefore, the evaluation time of thefun
tions were measured and �tted by a polynomial to derive the dominating 
omplexity.For a 
on
ise evaluation, Figure 6.9 depi
ts the evaluation time of both metri
s withrespe
t to the number of abstra
t links m. The values were obtained from a reasonableup-to-date personal 
omputer (Dual-Core AMD Opteron Pro
essor 2220 with 2.8 GHz)to get an impression of the 
omplexity. The star and the 
ross mark the 
orrespondingmeasured values, while the solid line indi
ates a non-linear polynomial 
urve �tting. Forboth metri
s, the �tting pro
edure determined a polynomial fun
tion with degree 4.3,i. e., O(m4.3). The time to evaluate the fun
tions for the reordering extent as well asthe nr-reordering metri
, in
reases in the order of m4.3. Both fun
tions di�er by their
oe�
ient but the overall 
omplexity remains in the same order of magnitude.Summarizing, as m is the dimension of the probability ve
tor of the disordering network,
al
ulating the reordering extent and the nr-reordering metri
 for large m produ
es anon-negligible 
omputational e�ort.
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Figure 6.10: Solution time6.4.2 Algorithm ComplexityAs introdu
ed in Se
tion 5.3.1, the solver implements the a
tive set algorithm of Powellet al. des
ribed in [112�115℄. As literature provides a detailed analysis on the 
omplexityof this solver, this se
tion restri
ts itself to the �ndings of the experien
ed solving time ofthis thesis. A measure for the 
omplexity of solver algorithms is the number of iterations asolver requires to obtain an optimum solution. The number of ne
essary iterations servesas a measure for 
omparison to other solver algorithms with respe
t to the same referen
eproblem. The overall time a solver requires bases on two fa
tors, the number of iterationsas well as the time to evaluate the fun
tion des
ribing the problem. The next paragraphselaborate on this topi
 in detail.Literature evaluates the applied solver with respe
t to these referen
e problems, whi
hin
lude at maximum 15 variables (
orresponds to the dimension of ~x) and at maximum 20
onstraints. Literature also 
lassi�es the 
onstraints of being linear and non-linear, whi
hadditionally adds 
omplexity. For these referen
e problems of the literature, the appliedsolver requires at maximum 20 iterations. In 
ontrast to this, the sele
ted samples of thisthesis shows at maximum 35 variables (maximum dimension of ~x) with �ve non-linear
onstraints (
onstraints on the probability ve
tor and its shape). The solutions of thisthesis required about 150 to 250 iterations of the solver with the a

ording number ofevaluations of the optimization fun
tion. As the 
al
ulation of the reordering metri
srequires the largest e�ort, the overall evaluation time depends on it. Furthermore, thesolver has an upper limit of 250 iterations until termination to guarantee any result withinreasonable time. As a result, the solutions of the sele
ted samples in this thesis needabout one day on a reasonable up-to-date personal 
omputer (Dual-Core AMD OpteronPro
essor 2220 with 2.8 GHz).For a quantitative analysis, the solver fa
ed the reordering metri
s from a linear networkdelay distribution (
f. Se
tion 4.3.3) with p = 0.1 and di�erent m. The time to determinethe original network delay distribution was measured. Depending on the number of ab-stra
t links m, Figure 6.10 depi
ts the time required to obtain the solution. As alreadyintrodu
ed, the number of abstra
t links m represents the s
alability parameter of this



138 Chapter 6. Evaluation of Analyti
 Reordering Modelsstep. The �gure depi
ts the measured samples with stars and 
rosses, while the solidlines represent the non-linear 
urve �tting. The 
urves were �tted on a polynomial withdegree of 4.78 and 5, respe
tively. Consequently, the solver's 
omplexity in O-notation isestimated to be about O(m5), i. e., time to obtain a solution from the solver s
ales withpower of 5, with respe
t to the number of abstra
t links m.The graph also shows some points, whi
h do not lie dire
tly on the non-linear 
urve �t.These peaks o

ur be
ause of the sear
h algorithm of the solver. In some 
ases, the solverfollows the 
orre
t bran
h of the solution spa
e immediately. Then, the solver obtains asolution in very short time. In other 
ases, a solution requires further steps. Thus, thea
tual number of iterations varies with the problem, whi
h leads to some points with asmaller and a larger number of iterations with respe
t to the estimated polynomial.Summarizing, the out
ome of the solver is the network delay distribution, whi
h is ne
-essary for the parameterization of the network emulation of Se
tion 5.4. The overall
omplexity to obtain this parameterization s
ales with O(m5) if m is the number of ab-stra
t links. This drawba
k is alleviated by the fa
t that the solver pro
ess is only requiredon
e for any investigation on transport and appli
ation layer proto
ols in a network em-ulation s
enario. Di�erent proto
ols and appli
ations may share the same 
on�gurationof network emulations, i. e., the result serves for di�erent studies. Besides this, the ob-tained solution may serve as a starting point to vary the probability distribution of thedisordering network dire
tly, whi
h does not require any additional e�ort.



7 Con
lusions and Outlook
Current trends of the future Internet initiative 
onsider to deploy multi-path routingas well as pa
ket assembly in future high-speed networks motivated this work. Both
on
epts break with the existing paradigms of shortest path routing and individual pa
ketpro
essing. Consequently, both trends have an impa
t on the pa
ket order, whi
h mayin�uen
e the proto
ol performan
e. Metri
s of the proto
ol performan
e are throughputand delay, while bu�er sizes are relevant for the node ar
hite
ture to re-sequen
e pa
kets.Consequently, these trends need a 
areful analysis in
luding testbeds for experiments.This thesis presented and analysed an analyti
 reordering model, whi
h serves two majorappli
ations. It enables worst-
ase estimations on pa
ket reordering in present and futurenetworks and allows parameterizing a network emulation to perform proto
ol engineeringon prede�ned reordering patterns. Besides the analyti
 model, this thesis presented anequivalent simulation model as well as a 
oherent testbed for proto
ol engineering. The�ndings of the analyti
 model, the simulation model as well the �ndings of the networkemulation �t together and show 
onsistent results.For a substantial ba
kground, Chapter 2 introdu
es and 
lassi�es various 
on
epts ofmulti-path routing as well as pa
ket assembly strategies. The 
lassi�
ation 
riterion forboth s
hemes is the network layer. The transport, networking and MAC layer may imple-ment multi-path routing as well as pa
ket assembly depending on the network te
hnology.Reasons for multi-path routing are the in
reased network performan
e by equal load dis-tribution. Examples for multi-path implementations are opti
al burst swit
hing networkson layer 2, IP on layer 3 as well as TCP extensions on layer 4. Additionally, mobile ad ho
networks also show multi-path routing properties to in
rease network availability. Thereason for pa
ket assembly is primarily the redu
tion of the header-pro
essing rate. Ex-amples for network te
hnologies showing pa
ket assembly only are some wireless networkte
hnologies, e. g., WiMax and WLAN as well as wired high-speed networks, e. g., opti
alburst swit
hing and frame swit
hing te
hnologies.Changes in the pa
ket order require spe
ial metri
s to 
lassify and di�erentiate reorder-ing patterns. Literature provided a large set of di�erent in
onsistent metri
s. Chapter 3�rstly introdu
es a set of requirements of these metri
s. The most important parametersare robustness, easy implementation and metri
 
omplexity. Se
ondly, it introdu
es and
lassi�es the metri
s proposed in the literature a

ording to these requirements. A 
om-prehensive dis
ussion of the proposed metri
s leads to the IETF metri
s most suitable forthe following analysis. The IETF metri
s represent a standard, are easy to implementand show 
oheren
e to the metri
s from other standardization bodies like ITU-T. Amongothers, they in
lude the de�nition of in-order and out-of-order arrivals, the reordering ra-139



140 Chapter 7. Con
lusions and Outlooktio, the extent metri
 and a metri
 to estimate the TCP performan
e. The remainder ofthis thesis, espe
ially the reordering model implements these metri
s to evaluate a 
ertainreordering event.The analysis on the pa
ket order requires a model to re�e
t 
hanges in the pa
ket order.Literature 
onsidered these phenomena of pa
ket-based networks with queuing theoret-i
al approa
hes to determine the required bu�er size and time to re-sequen
e reorderedpa
kets. Literature proposes several models to determine the spe
i�
 reordering. For
lassi�
ation, Chapter 4 introdu
es the general ideas of these approa
hes in 
ontrast tothe work presented in this thesis. Any reordering model shows in prin
iple two ma-jor parameters, the delay a pa
ket re
eives and the inter-arrival time of the tra�
 model.Chapter 4 introdu
es the analyti
 reordering model of this thesis, whi
h showed a dis
retedelay distribution. The dis
rete delay distribution may originate from an approximationof a measured end-to-end delay. Consequently, the model represents a set of parallel
·/D/1 models with di�erent delays D. For an initial study, the dis
rete network delayand the tra�
 
hara
teristi
 share a 
ommon basi
 delay unit. For this reordering model,Chapter 4 presents the formal analysis for deterministi
 as well as Poisson tra�
 models.Additionally to the �ndings of single layer reordering, the 
hapter also presents the for-mal reordering metri
s for hierar
hi
al pa
ket reordering. In this 
ase, the transportingbursts arrive reordered, whi
h may also reorder 
arried pa
kets. For sele
ted s
enarios,this 
hapter veri�ed the �ndings of the analyti
 model with equivalent simulations.Chapter 5 applied the analyti
 reordering model in two di�erent s
enarios. The �rstappli
ation of the analyti
 reordering model with deterministi
 inter-arrival time enablesworst-
ase estimations of the reordering ratio with respe
t to any other tra�
 model withthe same mean tra�
 rate. This 
hapter provides the formal proof for this worst-
aseestimation and illustrates these �ndings for sele
ted s
enarios. It further shows that thisworst-
ase property still holds if the tra�
 mean in
reases, while the disordering networkremains in its original settings. For lower mean tra�
 rates, the worst-
ase estimation isnot valid any more. In this s
enario, the disordering network degenerates as some of thealternative ·/D/1 models do not impa
t the reordering pattern anymore. However, thiss
enario de
reases the reordering ratio in any 
ase, whi
h limits the negative impa
t onproto
ols and networks. Consequently, the s
enario, where the inter-arrival time and thebasi
 delay unit 
orrelate, represents a border s
enario.The se
ond appli
ation of the model enables studies of real proto
ol implementationsin testbeds. On basis of the reordering model, this thesis also implemented a networkemulation module, whi
h 
hanges the pa
ket order a

ording to a prede�ned statisti-
al reordering pattern. This testbed emulates pa
ket reordering of a 
ertain 
onne
tion.Thereby, the reordering patterns from this 
onne
tion originate from simulation, analyti
studies or measurements of investigated network te
hnologies. The module bases on theLinux kernel using the network emulation module of the Linux Foundation. It realizes theanalyti
 reordering model for deterministi
 tra�
, delays pa
kets with respe
t to subse-quent pa
ket arrivals, and thus produ
es destined reordering patterns. For the reorderingmodule, this 
hapter in
luded a des
ription of the module state ma
hine as well as adis
ussion on the representation of random numbers in the Linux kernel. The parameter-ization of this module requires the network delay distribution of an observed reordering



141pattern, whi
h is in general not obvious. The prede�ned reordering pattern together withthe reordering model lead to a non-linear 
onstraint optimization problem. The appliedMatlab solver obtains a network delay distribution. This probability distribution shouldlead to the same prede�ned reordering pattern. The solver applies the model for deter-ministi
 inter-arrival times as only the arrival order than the tra�
 model is relevant forthis s
enario. A veri�
ation of the module and 
omprehensive 
omparison of the �ndingsof the testbed, simulation and the analyti
 model 
on
lude this 
hapter.Chapter 6 evaluated the reordering model and its appli
ation in network emulation s
enar-ios. It evaluated the quality of the optimization problem, whi
h re-engineers the networkdelay distribution from a given reordering pattern. The reordering pattern 
ame fromsimulations of a te
hnology showing multi-path routing and pa
ket assembly for hierar-
hi
al pa
ket reordering, i. e., opti
al burst swit
hing s
enarios. The simulation results onthe burst and pa
ket reordering metri
s served as input parameters for the solver. Thesolution of the optimization problem represents the 
orresponding network delay distri-bution, whi
h serves as a parameter for the network emulation module of Chapter 5. Asfor the network emulation only the order is relevant, the solver applies the deterministi
tra�
 model. The parameterized module 
reates the same reordering pattern as from thesimulations, independent of the arriving tra�
 
hara
teristi
.The 
omprehensive evaluation in
ludes the 
omparison of the initial reordering patternfrom simulations and the result from the solver. As both results are distributions, this
hapter �rstly introdu
es statisti
al evaluation methods for a quantitative evaluation.These methods in
lude the qq-test, the Kolmogorov-Smirnov and χ2 hypothesis tests.Se
ondly, it presents the opti
al burst swit
hing network simulator and its parameters.The simulator provides the measurements of the reordering patterns. The investigateds
enario in
ludes a 
ommon European referen
e network, as well as di�erent load situa-tions. Finally, this 
hapter applies the evaluation methods and 
ompares the simulatedburst and pa
ket-reordering pattern with the �ndings of the solver. The visual as well asthe hypothesis test advise that the result of the solver reprodu
e the estimated reorderingpattern very well.An additional subje
t for evaluation is the 
omplexity of the solver. The 
omplexity of thesolver in terms of 
omputation time 
onsiders two fa
tors. One is the number of iterationsthe solver requires for a solution and the other is the time to evaluate the fun
tions ofthe analyti
 model. As it was not feasible to determine the 
omplexity of these fun
tionsanalyti
ally, measurements provide the basis for the analysis of 
omplexity. A non-linear
urve-�tting algorithm �ts the measurement results of the fun
tion evaluations to a 
urveof a polynomial of degree 4.3 with respe
t to the number of alternative paths of the re-ordering model. The solving pro
ess requires several steps to evaluate the same fun
tionwith di�erent parameterizations. The time to obtain a solution of the optimization prob-lem was �tted with a polynomial of degree 5. The �ndings show that for a large numberof abstra
t links, the solver requires improvements to speed up the solution pro
ess.This thesis paves the way for further studies in three di�erent dire
tions. The �rst dire
-tion in
ludes the improvement of the solver step to obtain results in shorter time. These
ond dire
tion opens performan
e studies of proto
ols with respe
t to 
ertain reorderingpatterns. The third dire
tion enables improvements of the network emulation modules.



142 Chapter 7. Con
lusions and OutlookThe improvement of the solver in
ludes an optimization of the solver parameters as wellas 
on
ise studies on the starting point to redu
e the number of steps. Additionally, thepre
ision of the solution is subje
t to dis
ussions on the improvement of the solver step.Looser requirements on the 
orre
tness would speed up the solving pro
ess but may stillreprodu
e to a large degree the 
hara
teristi
 reordering pattern. Besides optimizing thesolver step, any optimization should also redu
e the time to 
ompute the reordering fun
-tions, too. The implementation of these fun
tions leaves degrees of freedom to speed up
al
ulation time, e. g., implementation spe
i�
 improvements. Regardless of the 
omputa-tional e�ort of the solver, the proposed pro
edure only requires solving the optimizationproblem on
e for any appli
ation or proto
ol study in a network emulation s
enario, whi
hfa
e the same reordering 
onditions.This thesis provided the basis to study proto
ol performan
e with respe
t to any reorder-ing pattern. The a
tual investigation of sele
ted proto
ols is subje
t to further studies.Sele
ted proto
ols to study may in
lude appli
ations, whi
h base on either TCP or UDPtransport proto
ols. Therein, the TCP algorithms, whi
h resolve reordered pa
kets, areof spe
ial interest. TCP implementations may be investigated and improved when fa
ing
ertain reordering patterns. These studies may have in�uen
e on the dup-a
k thresholdor the re
eiving bu�er size. Both may be adapted a

ording to the experien
ed reorderingpattern. In addition, appli
ations relying on UDP also have to provide similar me
hanismsthan TCP. UDP based appli
ations, e. g., voi
e and video, may experien
e degradation inthe quality of servi
e be
ause of waiting too long for reordered pa
kets. Studies on thistopi
 may in
lude adaptations of the playout bu�er or re-sequen
ing algorithms. Thesefuture studies may in
lude both, new proto
ols and appli
ations fa
ing reordering andalready deployed appli
ations and proto
ols with respe
t to new network 
onditions, i. e.,multi-path routing and pa
ket assembly. If network paradigms 
hange towards multi-pathrouting and pa
ket assembly, these studies be
ome ne
essary for early worst-
ase estima-tions on the amount of reordering in these networks as well as investigations of alreadyimplemented proto
ols.Regarding the reordering module, it delays pa
kets with respe
t to subsequent arrivingpa
kets and therefore 
hanges the original tra�
 
hara
teristi
. For a 
ompensation ofthe 
hanges in the tra�
 
hara
teristi
, an additional module may re-
reate the originaltra�
 
hara
teristi
 after 
hanging the order of the pa
kets. The additional module main-tains the new reordered pa
ket order but provides a playout bu�er, whi
h forwards pa
keta

ording to the original tra�
 
hara
teristi
. To realize this, the reordering module mayre
ord the original pa
ket inter-arrival time.Another issue is the delay by pa
ket implementation of the reordering module. Apply-ing the reordering module together with 
losed-loop proto
ols, e. g., TCP, may lead toretransmission timeouts be
ause of missing pa
ket delayed in the reordering module. Animprovement of the reordering module implements a timer in the reordering module toavoid in�nite waiting. However, this timer also slightly 
hanges the reordering pattern ex-perien
ed at the destination. Further studies may quantify the 
hanges in the reorderingpattern due to an additional timer.



A Mathemati
al Proofs
A.1 Convexity of Fun
tion g(~x)Se
tion 5.2.2.3 left open the proof for the 
onvexity of fun
tion g(~x) =

∏i
k=1 q

xk−1
k where

i, xk ∈ N0 and 0 < qk < 1. The de�ntion of a 
onvex fun
tion f is a

ording to [131℄: f :
Nn → N is 
onvex if ~x ∈ A forms a 
onvex set and if f(θ~x+(1−θ)~y) ≤ θf(~x)+(1−θ)f(~y)for all ~x ∈ A and 0 ≤ θ ≤ 1.The �rst requirement is that A is a 
onvex set. A is a 
onvex set if (1 − t)~x + t~y is alsoin the set A for 0 ≤ t ≤ 1 and ~x, ~y ∈ A. In this 
ase, the set A represents a set of pointsas xk ∈ N0. But any of these points, whi
h (1 − t)~x + t~y 
overs is in
luded in the set.Consequently, A represents a 
onvex set of points.The se
ond requirement is f(θ~x+ (1− θ)~y) ≤ θf(~x) + (1− θ)f(~y). With the substitutionof f → g, this leads to:

g(θ~x+ (1− θ)~y) ≤ θg(~x) + (1− θ)g(~y)
i∏

k=1

qk
θxk−1+(1−θ)yk ≤ θ
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︸ ︷︷ ︸
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, 0 < a, b ≤ 1

aθb1−θ ≤ θa + (1− θ)b

(A.1)
Deviding both sides by b and de�ning a/b = x results in:

xθ ≤ θx+ (1− θ)

xθ ≤ θ(x− 1) + 1
(A.2)The left side of Eq. (A.2) represents an exponential fun
tion. The right side of Eq. (A.2)represents a linear fun
tion. At the borders of θ, i. e., θ = 0 and θ = 1, both sides areequal. The following holds for exponential fun
tions for 0 < θ ≤ 1. If x > 1 it in
reases143



144 Appendix A. Mathemati
al Proofsmore slowley than a linear fun
tion of Eq. (A.2). If 0 < x < 1 it de
ays faster than alinear fun
tion of Eq. (A.2). If x = 1 both sides of Eq. (A.2) are equal. In all 
ases,the left side is always equal or smaller than the right side. Summarizing, g ful�ls therequirements of a 
onvex fun
tion.
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