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Abstract—Due to increasing traffic volumes and access band-
widths, the power consumption of core networks will grow
considerably. Adapting network configuration to traffic load is
one counter-measure. Dynamic optical bypassing is a promis-
ing approach to reconfigure multi-layer networks: it adapts
the virtual topology while keeping traffic on fixed paths in
the physical topology. So far, research focused on distributed
bypassing schemes. In this paper, we evaluate three centralized
solution methods for the bypassing problem: one based on linear
programming, one based on heuristic optimization, and a greedy
heuristic. We find that all methods can achieve similar energy
savings while limiting changes to the network configuration.

I. INTRODUCTION

Environmental concerns and cost pressure oblige network
operators to limit the energy consumption of their transport
networks. Currently, the energy consumption of core networks
is small compared to other parts of the network. However,
this is likely to change due to the exponential growth of
core network traffic and the deployment of energy-efficient
technologies like FTTx in the access network [1].

In order to meet quality of service (QoS) requirements,
operators dimension network resources for estimated worst-
case traffic scenarios. Due to significant traffic fluctuations,
this results in typically low resource utilization. Predictable
diurnal traffic profiles include night periods with traffic values
as low as 25 % of the peak-hour traffic [2]. Moving from the
current static operation to activating and deactivating network
resources according to the load thus promises substantial
energy savings.

Transport networks are generally multi-layer networks.
They comprise a circuit-switched lower layer, e. g. wavelength
switched optical network (WSON), which enables energy-
efficient switching of traffic in the coarse granularity of
optical circuits. The topmost of the upper electrical layers
is packet-switched, implementing e. g. Internet protocol /
multi-protocol label switching (IP/MPLS), achieving a fine
switching granularity but consuming significantly more energy
than optical switching. For an energy-optimal configuration,
we have to trade the energy savings by switching traffic in
the optical layer off against the energetic cost of operating
additional (potentially lowly-loaded) optical circuits. Adapting
the configuration of optical circuits to the traffic load therefore
promises highly energy-efficient transport network operation.
Dynamic optical bypassing (DOB) [3] is one such approach.

The speed and frequency of network resource reconfigura-
tion is limited: For current technology, set-up times of optical
circuits range in the order of minutes. In addition, network
operators hesitate to move away from the static operation
mode which traditionally guaranteed the high reliability of
transport networks. For this reason, network reconfiguration
should be limited in extent and frequency. These technological
and operational constraints impede the adaptation to fast
traffic fluctuations and thus reduce possible energy savings.
On the upside, the limited reconfiguration frequency enables
the signaling of network state information to a central entity
making reconfiguration decisions based on a global view of
the network domain. Such a centralized approach likely finds
better configurations than a distributed scheme.

A number of publications report on centralized multi-layer
network reconfiguration schemes aiming at saving energy. To
our knowledge, however, our optimization heuristic [4] is
alone in centrally solving the DOB problem addressed by dis-
tributed schemes in [3,5]. Efficient centralized DOB solution
methods are desirable for online network reconfiguration (if
combined with subsequent light-path routing) and to provide
a reference for distributed strategies. In this paper, we evaluate
and compare the quality of DOB solutions obtained by three
different centralized methods: a linear-programming based
method, a greedy heuristic, and the optimization heuristic
mentioned above.

This paper is structured as follows. Section II discusses
related work. We define the DOB problem in Section III.
Section IV presents the three solution methods which we
evaluate in Section V. We conclude in Section VI.

II. RELATED WORK

A. Multi-Layer Network Reconfiguration

Multi-layer network reconfiguration essentially means re-
peatedly solving the multi-layer network optimization prob-
lem (or parts thereof) under varying conditions (e. g. time-
dependent traffic load). This problem has four dimensions,
which are either considered jointly to find globally optimal
configurations or sequentially to limit complexity [6,7]: (i) def-
inition of the virtual topology, (ii) routing of traffic into this
topology (i. e. in the upper layer), (iii) routing of the light
paths in the lower layer to implement the virtual topology,
and (iv) wavelength assignment to the light paths, possibly
under continuity constraints.



Reconfiguration traditionally aims at meeting QoS require-
ments and balancing resource utilization [6]. An additional
goal is to limit the amount of modifications to the network
configuration. This may be achieved by selecting the solu-
tion closest to the previous setting from a set of optimal
solutions [8] or by adding a reconfiguration term to the cost
function of the optimization [9]. Heuristic approaches likewise
try to limit changes (e. g. [3]).

B. Energy-Efficient Network Operation

Since the initial work by Gupta and Singh [10] on power
saving in network nodes, a lot of research has targeted the
energy-efficient operation of multi-layer networks. This ranges
from appropriate dimensioning [11] over routing [12] and
traffic engineering [13] (the latter two focus on traffic in the
upper layer) to routing and wavelength assignment (RWA)
in the lower layer [14]. While [13] directly defines load-
dependent routing weights, the other contributions express the
problem as a mixed integer linear program (MILP) and solve
it either exactly [12] or using heuristics [11,14].

Idzikowski et al. [15] investigate the dependency of energy
savings achieved by switching off idle line cards on different
degrees of freedom in reconfiguring IP-over-WDM networks.
Their evaluation approach is a model for the present paper:
Simulating periodic network reconfiguration to match traffic
demands according to measured traces available for reference
networks. The study does however disregard virtual topology
reconfiguration without IP traffic rerouting as technically in-
feasible. Ruffini [5] argues in favor of precisely this constella-
tion (and exploits it for a distributed reconfiguration scheme):
Hiding topology changes from the IP routing mechanisms pre-
vents instability due to the convergence of routing protocols.
The decision to route certain traffic into a newly established
bypass circuit can be taken locally by a network node. It
only requires some additional information in its routing table.
Scharf [3] evaluates several distributed DOB heuristics basing
on this principle. In this paper, we complement these studies
by evaluating centralized DOB methods.

III. PROBLEM DESCRIPTION

DOB constitutes the optimization problem of simultane-
ously minimizing the energy consumption of the network
for a given traffic demand matrix and the number of optical
circuits set up or torn down compared to a previous network
configuration. Its solution defines the virtual topology by a set
of bypasses and the number of circuits on each link. By link,
we refer to a link of the virtual topology of the upper network
layer, which we characterize by its start and end nodes. If
these nodes are directly connected in the physical topology,
we speak of a physical link, otherwise of a bypass (link). A
circuit on a link is a light-path connecting the start and end
nodes of that link. We currently disregard the realization of
circuits in the lower layer, i. e. the RWA problem, as well as
resource constraints. We enforce at least one circuit on each
physical link.

a b

physical link
bypass link

may carry a-b traffic
must not carry a-b traffic

Fig. 1. Illustration of routing options along fixed path in the physical topology

One essential characteristic of the DOB problem is that
traffic always follows fixed paths in the physical topology. I. e.,
a certain traffic demand may only be processed by nodes being
on its fixed path (in their sequence on this path). The traffic can
however omit some nodes by using bypasses interconnecting
distant nodes on the path (cf. Fig. 1). By routing, we refer to
the remaining degree of freedom of choosing a combination
of the admissible links. This routing may be determined by
optimization. We currently define the fixed traffic paths as the
shortest paths in the physical topology in terms of hop count.
Ties are broken in favor of the geographically shorter path.

We assume that the optimization is periodically executed to
reconfigure the network according to varying traffic demands.
The input parameters comprise the physical network topology
(i. e. the graph of all nodes and the physical links), the number
of active circuits on each link prior to the reconfiguration,
and the directed traffic demands between each disjoint pair of
nodes. The demands indicate the (estimated) maximum traffic
rates in the time interval the new network configuration applies
to. Like [15], we assume that these values are known. We
further assume that we can arbitrarily split demands when rout-
ing them onto different links. This is justified since demands
between core network nodes are aggregates of many transport
connections which we can control by traffic engineering.

We use an abstract equipment energy model, expressing the
network configuration-dependent part of energy consumption
by the number of active optical circuits nC and the amount
of electrically switched transit traffic tT . We disregard static
energy consumption as well as contributions of tributary
interfaces and add/drop traffic, since they are unaffected by
reconfiguration. Such a model applies e. g. to IP/MPLS routers
with line cards terminating single optical circuits, where line
cards of unneeded circuits are switched off along with the
respective transponders. If active, these components have a
power consumption of α per circuit. In addition, the energy
consumption of packet processors can scale with the load
due to mechanisms like frequency scaling. For simplicity, we
assume a linear dependency, denoting the energy consumption
per switched traffic unit by β. The model disregards the power
consumption of the remaining optical equipment, which is
generally comparatively small. One benefit of this model is
that the ratio of the energy consumption values (α/β) is its
only parameter which depends on the technology.

Besides minimizing energy consumption, we want to limit
the extent of modifications. Like [9], we do so by adding
a reconfiguration penalty to the cost function. This penalty
is the number of newly established or torn-down circuits r
compared to the previous network configuration, which we



weight by γ (0 ≤ γ < α). A penalty weight greater or equal
to the energetic cost of a circuit would prevent the teardown
of unused circuits and thus contradict the idea of DOB.

Altogether, we aim at minimizing the following cost func-
tion:

α · nC + β · tT + γ · r (1)

IV. SOLUTION METHODS

A. Mixed Integer Linear Programming

The MILP formulation of the DOB problem formalizes
the definition in Section III. It jointly optimizes the number
of active circuits on all links and the routing of traffic
demands along their fixed paths. We adapted the formulation
as a splittable multi-commodity flow problem from [15]. To
reduce the problem complexity, we also aggregate all demands
originating from one node into one commodity.

1) Parameters: Let V be the set of nodes of the given
network topology. We define the set of all possible directed
links L = {(i, j) ∈ V × V |i 6= j}. Let E ⊆ L be the set of
directed physical links. Let further dij ∈ R+

0 be the current
value of the directed traffic demand from node i to node j and
let pij ∈ Z+

0 be the number of active circuits on link (i, j) ∈ L
in the previous configuration. Let K ⊆ V designate the set of
commodities, i. e. of nodes being the source of at least one
demand.

Let further Lij ⊂ L be the set of all links that traffic from
node i to node j may use along its fixed path (cf. Fig. 1). We
define the set of links traffic of commodity k ∈ K may use:

Tk =
⋃

j∈V \{k}

Lkj (2)

As we route traffic along the shortest path in the physical
topology, the paths of all demands originating from node k
form a source tree rooted at this node. Hence, routing traffic
from nodes k to j on links from Tk equals routing on Lkj .
We further define the net demand values for each commodity
k ∈ K and each node n ∈ V :

dkn =

{ ∑
j∈V dnj for n = k

−dkn for n 6= k
(3)

Let finally C ∈ R+ be the capacity of one circuit and let
α, β, γ ∈ R+

0 denote the cost coefficients as in Eq. (1).
2) Variables: The variables fkij ∈ R+

0 , (i, j) ∈ Tk describe
the flow of commodity k ∈ K on the directed link from node i
to node j. Variables cij ∈ Z+

0 , (i, j) ∈ L represent the number
of active circuits on the respective link, and rij ∈ Z+

0 give the
number of circuits torn down or newly set up on this link.

3) Model: The MILP consists of the objective function in
Eq. (4) and the following constraints: Eq. (5) stipulates flow
conservation; Eq. (6) ensures a sufficient number of circuits
to carry all traffic on each link; Eq. (7) enforces at least one
circuit on each physical link; Eqs. (8) and (9) finally define
the number of circuits established or torn down.

minα
∑

(i,j)∈L

cij + β
∑
k∈K

∑
(i,j)∈Tk:i6=k

fkij + γ
∑

(i,j)∈L

rij (4)

∑
j∈V :(n,j)∈Tk

fknj −
∑

i∈V :(i,n)∈Tk

fkin = dkn ∀n ∈ V, k ∈ K(5)

Ccij −
∑

k∈K:(i,j)∈Tk

fkij ≥ 0 ∀(i, j) ∈ L (6)

cij ≥ 1 ∀(i, j) ∈ E (7)
rij − cij ≥ −pij ∀(i, j) ∈ L (8)
rij + cij ≥ pij ∀(i, j) ∈ L (9)

B. Optimization Meta-Heuristic
The simulated-annealing (SA) based method we proposed

in [4] solves a variant of the DOB problem that differs from
the MILP by not optimizing demand routing. It routes each
demand as a whole into a sequence of links yielding the least
number of hops with electrical processing. This may result
in suboptimal configurations with lowly utilized circuits when
the traffic on some bypass slightly exceeds the capacity of one
or several circuits.

For this study, we added an optional post-processing step
addressing this issue. It iterates over all bypasses in descending
order of their length in terms of hops in the physical topology.
For each bypass, it tries to reroute the share of traffic exceeding
an integer number of circuits (the excess traffic): We exclude
the considered bypass and select one of the shortest sequences
of remaining links along the shortest physical path from its
start node to its end node. If the energetic cost of electrically
processing the excess traffic in the nodes along this sequence
exceeds the cost of operating one circuit, we do not reroute.
Otherwise we continue by verifying whether each link of the
sequence can accommodate the excess traffic without using an
additional circuit, which would offset the benefit of avoiding
the original bypass circuit. If so, we reroute the excess traffic
over this link sequence. We otherwise exclude the links with
insufficient spare capacity and repeat the procedure (from the
selection of the shortest link sequence on). If no other termi-
nation condition is met earlier, we stop when the exclusion of
links leaves the start and end nodes disconnected.

C. Greedy Elimination Heuristic
We extended the idea of the post-processing procedure

above into a greedy stand-alone DOB heuristic. It starts from
a full mesh of links, i. e. each demand is initially routed over
a direct link from its source to its destination. It then removes
uneconomical bypass circuits similarly to the post-processing.
We modified this procedure to factor in the reconfiguration
penalty: (i) the cost of the circuit to be removed by rerouting
now depends on its existence in the previous configuration;
(ii) additional circuits on the alternative path are tolerated
if pre-existent and favorable in terms of overall cost. Fig. 2
describes the algorithm in pseudo-code (using symbols defined
in Section IV-A). It returns the network configuration in terms
of the number of circuits on each link.

V. EVALUATION

A. Simulation Setup
We evaluated the solution quality of the DOB methods by

event-driven simulation based on the Java edition of the IKR



B ← L \ E {set of all bypass links}
fij ← dij ∀(i, j) ∈ L {initial traffic flows on all links}
for all (i, j) ∈ B in order of descending bypass length do
t← fij mod C {excess traffic on bypass}
if fij/C > pij then {bypass circuit not pre-existent}
cl ← α+ γ {cost of bypass circuit}

else
cl ← α− γ

end if
S ← Lij \ {(i, j)} {set of candidate links for rerouting}
loop alternative path search
P ← links of shortest path from i to j in graph G = (V, S)
cr ← (|P | − 1) · βt {(switching) cost on alternative path}
if P = ∅ or cr > cl then {no path or higher cost}

break alternative path search {do not reroute t}
end if
feasible ← true
for all (m,n) ∈ P in sequence i→ j do

if (fmn mod C) + t > C then
if pmn > fmn/C and cr + α− γ < cl then
{additional circuit pre-existant and within budget}
cr ← cr + α− γ

else
S ← S \ {(m,n)} {retry without this link}
feasible ← false
break for all (m,n)

end if
end if

end for
if feasible then {reroute excess traffic to P}
fij ← fij − t
for all (m,n) ∈ P do
fmn ← fmn + t

end for
break alternative path search

end if
end loop

end for
return cij ← dfij/Ce ∀(i, j) ∈ L

Fig. 2. Pseudo-code of greedy elimination heuristic

SimLib [16]. While both heuristics are directly implemented
in Java, the simulator calls SCIP [17] to solve the MILP.

1) Scenario: We present results for the Géant reference
network with 22 nodes and 36 links, which is available from
SNDlib [18] along with dynamic demand matrices obtained
by measurement over four months [19]. From this trace
of demands, we selected and concatenated the profiles of
10 different working-days as input for the simulation studies.
Based on the assumption that these 10 day profiles show
a similar statistical behavior, we compute 95 % confidence
intervals (which are thus rather conservatively estimated) for
all metrics. In accordance with the assumed technological
constraints, we reconfigure the network every 15 minutes,
which also corresponds to the granularity of the demand trace.

In order to vary the traffic load, we scale all demand
matrices of the trace by one factor. We quantify the scaling
based on a peak demand matrix containing the maximum
values of the traffic demands between every node pair over
the course of the 10 days. We characterize the traffic load
by the average of these peak demands. Like all traffic values,

we express this demand relative to the capacity of one optical
circuit (in circuit equivalents), since this ratio has a decisive
impact on the DOB performance.

In this study, we vary the average peak demand between
0.1 and 4 circuit equivalents. Assuming a circuit capacity
of 40 Gbps, this translates into a total peak demand (sum
over all demands in the peak matrix) between 1.85 Tbps
and 73.2 Tbps. The corresponding time-averaged total demand
ranges between 558 Gbps and 22.3 Tbps.

2) Reference Configurations: To provide a rough indication
of the energy saving potential of the DOB principle, we
include results for two baseline configurations: Firstly, the
static operation of all resources dimensioned for the peak
demand matrix. We determine the network configuration by
our MILP, i. e. optimizing virtual topology and demand routing
along fixed paths. We refer to this case by always-on (AO).

Secondly, we consider static bypassing (SB) with dynamic
resource operation. For this, we determine a fixed virtual
topology by executing the SA-based algorithm (without de-
mand splitting) for the peak demand matrix. During operation,
all traffic follows fixed (shortest) paths in this topology, but
we deactivate unneeded parallel circuits and we let electrical
processing scale with the actual transit traffic. Except for
our restrictions on routing during the initial optimization, this
strategy corresponds to FUFL in [15].

3) Parameterization: The cost function is the primary com-
mon feature of the DOB methods. We assume that the ener-
getic cost of switching one circuit worth of traffic electrically
corresponds to the cost of operating one optical circuit, and
we normalize the cost to this value: α = β = 1. Given the
chosen traffic unit, the circuit capacity is C = 1. We vary the
reconfiguration penalty γ between 0 and 0.85.

With the optimization-based schemes, limiting the compu-
tation time is essential in view of online application. Solving
the MILP on commodity hardware, we set a time limit of
1 minute, which results in an average optimality gap of up
to 2 % for γ = 0 and of less than 0.5 % for γ = 0.5. For
the SA-based strategies, we applied the improvement-based
termination condition detailed in [4]. It resulted in computation
times of 4 to 8 minutes on the same hardware.

B. Results

Like [3], we evaluate the quality of the solutions obtained by
the DOB methods along the terms of the cost function: For the
energy consumption, we separately consider the average num-
ber of optical circuits and the average amount of electrically
switched transit traffic. Regarding network reconfiguration, we
evaluate the average number of circuit modifications (i. e. of
optical circuits established and torn down) per reconfiguration
event, i. e. per 15 minute interval.

Using these criteria, we compare the MILP-based optimiza-
tion approach (MILP), the heuristic SA-based optimization
with post-processing for demand splitting (SA-PP) and without
this step (SA), and the greedy elimination heuristic (GEH)
with the non-DOB references AO and SB. We give results for
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0 1 2 3 4
average peak demand [circuit equivalents]

0

10

20

30

40

50

60

70

a
v
e
ra

g
e
 t
ra

n
s
it
 t
ra

ff
ic

 [
c
ir
c
u
it
 e

q
u
iv

a
le

n
ts

]

AO (peak traffic)

SB

SA

  GEH
(γ = 0.5)

    GEH
(γ = 0.85)

MILP SA-PP

Fig. 4. Mean amount of transit traffic

0 1 2 3 4
average peak demand [circuit equivalents]

0

10

20

30

40

50

60

70

80

90

a
v
g
. 
n
u
m

b
e
r 

o
f 
c
ir
c
u
it
 m

o
d
if
ic

a
ti
o
n
s
 p

e
r 

re
c
o
n
fi
g
u
ra

ti
o
n

γ = 0

γ = 0.5

GEH

SB

  GEH
γ = 0.85

MILP

SA

SA-
PP

Fig. 5. Mean number of circuit modifications

γ = 0.5 for all DOB methods and additionally for γ = 0.85
for GEH.

1) Active Circuits: Fig. 3 plots the time average of the
number of active circuits in the network over the load. For
low load, all curves converge to the minimum number of 72
implied by the physical topology. With increasing load, the
metric grows almost linearly for all DOB methods and for
the AO configuration. This implies that the effectiveness of
virtual topology optimization does not depend on the load in
our scenario – due to a wide variety in the scale of the demand
values. Since the AO configuration is governed by potentially
singular peak demand values, much caution is required in
generalizing the energy savings relative to it. For low load,
SB resembles AO since few parallel circuits allow adaptation.
For high load, several circuits are needed on many links to
carry the peak traffic, allowing their deactivation during off-
peak hours.

All DOB methods produce a similar result, the differ-
ence being of at most 10 % and at the limit of statistical
significance. The order of the average circuit numbers is
however instructive: MILP optimizing the routing of splitted
demands performs best, closely followed by SA-PP doing
splitted demand routing in a non-optimized way. SA (dashed
line) is next, suffering from not splitting demands. GEH
(with γ = 0.5, solid line) closely follows SA: while it can
split demands, it faces the handicap of not optimizing the
bypass setting. The comparatively high circuit number for
GEH with γ = 0.85 (dashed line) confirms our expectation
that limiting reconfiguration comes at some cost in terms of
energy consumption.

2) Transit Traffic: The time-averaged amount of electrically
switched transit traffic across all nodes is depicted over the
load in Fig. 4. For DOB, it initially increases with the load,
but eventually saturates as the additional traffic is absorbed by
bypass circuits. The same applies for the processing capacity
dimensioned for the peak demand, which is plotted for AO.
The high number of bypass links persisting in off-peak hours
in the SB configuration results in minimal transit traffic.

The DOB methods again show similar performance, but not
as close as for the number of circuits. With the exception of
GEH with γ = 0.5, the order of the methods by transit traffic
is inverse to the order by active circuits. This is in line with the
tradeoff between circuits and transit traffic when configuring
a network.

3) Reconfigurations: Since increasing peak demands bring
about higher traffic variations in absolute terms, load-
dependent network reconfiguration affects more circuits. This
is reflected in all plots of the average numbers of circuit
modifications per reconfiguration event over the load in Fig. 5.

Without reconfiguration penalty (γ = 0), all DOB methods
produce similar, high numbers of circuit modifications. The
slope of these curves slightly decreases for average peak
demands exceeding 1.5 circuit equivalents since certain bypass
circuits turn permanent due to increasing off-peak load. The
effect of setting a reconfiguration penalty of γ = 0.5 differs
between the DOB methods: For SA and SA-PP, it reduces
circuit modifications by 25 % to 50 %. For MILP, it results
in reductions by 40 % to 50 % due to rerouting avoiding
circuit modifications. Therewith, MILP approaches the number
of modifications incurred by simply deactivating unneeded
circuits with SB. For GEH, the penalty hardly reduces modifi-
cations for low loads, and the gains remain inferior to SA for
high loads. As illustrated with γ = 0.85, applying a higher
penalty with GEH can however reduce modifications to the
levels of SA and MILP.

C. Discussion

By principle, the effects of network reconfiguration strongly
depend on network and traffic properties. However, partial
studies with different settings give us reason to believe that
our observations are transferable to other realistic scenarios.

Under our assumptions, all DOB solution methods achieve
approximately the same energy cost for one set of cost function
parameters. Comparing Figs. 3 and 4, we find that the load-
dependent part of the power consumption is dominated by the



operation of optical circuits1.
The energy savings of SB are in line with the observations

for FUFL in the Géant network in [15] – when considering
that their highest traffic load scenario corresponds to an
average peak demand of 0.27 circuit equivalents. Idzikowski
et al. further observe that dynamically optimizing IP traffic
routing yields substantial gains in energy efficiency, whereas
additionally reconfiguring the virtual topology does hardly
bring additional benefit. The energy savings they achieve by
rerouting range in the same order as ours obtained by DOB.
This suggests that multi-layer network reconfiguration bears
a certain potential for energy savings, which is realizable by
either of rerouting or topology reconfiguration. A combination
of both does not enable additional savings. However, system-
atic studies are needed to validate this statement.

While energy savings by network reconfiguration necessar-
ily involve circuit modifications, it is possible to substantially
reduce the number of modifications without compromising
energy efficiency: Energy metrics for γ = 0 proved close
to those plotted for γ = 0.5 in Figs. 3 and 4. The effect
of a certain γ value significantly differs for different DOB
methods. We thus have to tune the penalty for the respective
method.

While all DOB methods can produce solutions of similar
quality, it is noteworthy that MILP combines the best energy
efficiency with the lowest extent of circuit reconfiguration.
This is due to the degree of freedom it exploits in routing. In
case this rerouting has a negative effect on network operation,
we may need to add a rerouting penalty.

VI. CONCLUSION

In this paper, we first defined the DOB problem, which
optimizes the virtual topology of multi-layer networks while
routing traffic along fixed paths in the physical topology. We
then presented three centralized solution methods for this prob-
lem: one based on linear programming, one based on heuristic
optimization, and a greedy heuristic. We finally evaluated these
methods in terms of the achieved energy efficiency and the
required circuit modifications when periodically adapting the
network configuration to the load by means of simulation.

All three solution methods achieve comparable energy ef-
ficiency in terms of active optical circuits and electrically
switched transit traffic. Compared to load-dependent resource
operation in a fixed virtual topology with fixed routing, DOB
can reduce the load-dependent share of the power consumption
by 20 % to 35 %.

We define the DOB problem to include a reconfiguration
penalty allowing to control the extent of network reconfigu-
ration. We observe that this penalty can reduce the number
of circuits established and torn down by up to 50 % without
significant impact on energy consumption. However, the effect
of a certain penalty value varies between the solution methods.

1We may therefore compare our results with studies like [15] which only
evaluate the power consumption of active line cards (which correspond to
circuits).

Future work will complement the virtual topology definition
methods by light-path routing to realize bypass circuits. Such
an extension enables the consideration of resource constraints
in the optical layer. An evaluation of the resulting solution
methods could additionally compare the benefits of DOB to
other network reconfiguration schemes.
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