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Abstract

Today’s network applications require strict quality of service (QoS) guarantees, e. g., in terms of availability or delay.
Due to shortest path routing in backbone networks, the point-to-point delay is usually very low. However, this is not only
true for the services with strict delay requirements but also for all others. Since there is no customer-perceivable delay
difference, it is difficult for the network operator to justify differences in pricing between low-delay and other services. We
propose a routing and network reconfiguration approach for packet-optical networks that enforces delay differentiation by
routing on non-shortest paths. We present an integer linear program formulation and study the effects of our approach
by simulation in two backbone topologies. We show that a considerable number of services can be routed with delay
differentiation if the use of additional spectral resources is allowed.

1 Introduction

During the last years, many new types of network applica-
tions have seen the light of day, e. g., high quality video
streaming, smart manufacturing or connected vehicles to
name a few. Those new types of applications put much more
diverse requirements on the underlying networks than it was
the case in the past. Some require large data rates, others
have very strict quality of service (QoS) requirements, like
very high availability or low jitter and delay. The latter in
particular has even led to new network architectures com-
prising edge data centers, which shows how important QoS
is for today’s applications.
In backbone networks QoS compliance is usually achieved
by overprovisioning of network capacity [1, Ch. 8]. Having
available a lot of spare capacity helps to avoid congestion
[2] and provides protection capacity for the event of failures
in the network. As a result, the delay can be kept at a
minimum, bounded only by processing, serialization and
the physically implied propagation delay. The availability
requirements can be supported by adding protection.
Apart from overprovisioning, other mechanisms have been
developed to provide QoS compliance, most notably IP’s
differentiated services (DiffServ). DiffServ can help main-
tain QoS when network resources are scarce by prioritizing
selected packets. However, since most network service
providers (NSPs) prefer to overprovision their networks, oc-
casions in which such additional mechanisms are beneficial
appear rarely.
In summary, one can assert that providing a sufficient level
of QoS is no real problem in backbone networks as long
as the network utilization is low enough. All traffic can be
handled equally well. This makes selling different service
classes with increasingly strict QoS parameters difficult be-
cause for the customer there are no perceivable differences
between those classes when the network is in a normal state
[1, Ch. 8]. Even if a service class with better QoS val-

ues is offered, customers might misuse classes with worse
guarantees, knowing that no perceivable differences exist.
In the following we focus on one particular QoS parameter,
namely the point-to-point delay that services in the network
experience. Services are usually routed along a physically
short path because it results in low delay and good availabil-
ity. For services with strict delay requirements, providing
the lowest possible delay is imperative, while for other ser-
vices higher delays are tolerable. However, since shortest
path routing is generally applied to all services, no differen-
tiation in delay exists. Therefore, a price difference is hard
to justify and, consequently, there is no way for the NSP to
capitalize on services with strict delay requirements.
A similar motivation has been reported for the transatlantic
submarine cable "Hibernia Express". Since 2015 it pro-
vides the fastest fiber optic connection between New York
and London. The low-delay connections are sold at high
prices. However, since not all customers require such low
delay, more affordable connections are offered as well. To
justify the price difference, artificial delay is introduced by
additional fiber lines. [3]
QoS differentiation has been studied from many different
angles, e. g., from the protocol perspective with DiffServ,
as mentioned before. Other works on availability [4] or
setup delay tolerance [5] focus on traffic engineering as-
pects. However, to the best of our knowledge, none of the
existing approaches enforce service differentiation to justify
different price levels.
In this work we provide a way to introduce perceivable
delay differentiation in meshed backbone networks. We
propose an approach that routes services with different de-
lay requirements on paths of different lengths. In particular,
we place low-delay services on the path with the lowest
delay, while other services are routed along paths with a
higher delay. In that way, we enforce the differentiation
between service classes. This provides a possible justifi-
cation for price differences and makes misuse of service



classes difficult. We have presented a first step towards this
approach in [6], where we reduce the delay overfulfillment,
i. e., the difference between required and actual delay of a
service, by routing on non-shortest paths. This time, instead
of only routing on paths different from the shortest one, we
route traffic on paths that guarantee a perceivable difference
in delay. Additionally, our approach does not require more
router ports than our hardware-optimized reference, which
guarantees cost efficient network operation.
In the next section we will first introduce the problem state-
ment in detail. Afterwards we present the concept of our
proposed approach for service differentiation. In Section 3
we formally introduce our solution approach including an
integer linear program (ILP) formulation and auxiliary algo-
rithms. Section 4 presents an illustrative numerical example
in which we study the behavior and effects of our approach
in a US and a German wide-area network. Finally, we
conclude the paper in Section 5.

2 Problem Statement

2.1 Motivation
We consider that an NSP, owner of a backbone network, of-
fers at least two delay-distinguishable service classes which
are defined in a service level agreement (SLA). An Inter-
net service provider (ISP), a customer of the NSP, buys
connectivity under the SLA conditions from the NSP. In
such networks shortest path routing is often used due to its
simplicity and good performance regarding the computation
effort, the resulting propagation delay and resource usage.
Routing traffic on the shortest paths is a good strategy, es-
pecially for services that require low latency. Considering a
typical network, we can observe that the shortest path delays
between individual node pairs vary a lot due to the different
geographical distances between them. Often, NSPs guaran-
tees a maximal average delay for their network in an SLA
[7]. Typically, this value is higher than the average delay
that is measured for all node pairs in the network. Natu-
rally, the shortest path delay for distant node pairs will be
higher than the guaranteed average delay mentioned above.
Therefore, instead of the network-wide average, we have
to consider the delay of the shortest path between individ-
ual network nodes as a reference if we want to discuss the
service requirements, service quality or routing methods
for low-latency services. E. g., if the shortest path delay
exceeds the required delay of a low-latency service, it will
be impossible to provide this service for the corresponding
node pair. In Figure 1 path delays per node pair are shown
exemplary.
The considered traffic to route in the network is grouped
according to the service’s delay requirement and a service
classification, as depicted in Figure 2a) and c) respectively.
Figure 2a) shows that a portion of the traffic is of delay-
sensitive nature, which may contain traffic from augmented
reality applications or machine-to-machine communica-
tions. The larger traffic portion is delay-insensitive, i. e., it
does not have any delay requirements. Further, we assume
that this traffic grouping based on the required latency is
only known by the ISP and not by the NSP.
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Figure 1 Path delays based on propagation delays for
individual node pairs.
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Figure 2 Traffic shares grouped by (a) delay requirement
and (c) service class. In (b) the delay-sensitive traffic
is further separated by an ISP: As shortest path routing
can be assumed, a portion of the delay-sensitive traffic is
treated as standard network service to save money.

The second traffic grouping, see Figure 2c), is based on the
service classes offered by the NSP: The premium network
service class will transport the traffic with delays as low as
possible, i. e., by applying shortest path routing. The stan-
dard service class does not comprise any delay requirements
itself. However, due to economical reasons, shortest path
routing or hardware optimized routing, which also leads to
short paths and low delays, is often used.
As a consequence, the ISP can use the standard service even
for (a portion of) the delay-sensitive traffic, see Figure 2b).
The achieved delay will be close to that of the premium
class with a high probability. So, the ISP can save money
due to the lower cost of the standard service, compared to
the premium service, without service degradation in terms
of the provided delay.
It is very difficult for the NSP to set up its services such
that he can urge the ISP to use the services correctly. Using
longer paths for the standard class traffic to increase the de-
lay would introduce a clear service differentiation in delay,
but the following problems would arise:

1. Redirecting the huge amount of standard service traffic
on longer paths will increase the amount of required
resources.

2. Delay-sensitive and delay-insensitive traffic are mixed
in the standard class traffic. Distinguishing them for
the purpose of redirecting only the delay-sensitive por-
tion is nearly impossible.

2.2 Solution Approach
We investigated in an approach, named as differentiated
service delay (DSD) routing, that is able to increase the
delay for the traffic of the standard service class in a way
that the delay for a portion of the delay-sensitive traffic in
this service class is significantly increased compared to the
premium class. The aimed consequence is that due to this



introduced delay-based service differentiation, the ISP has
to use always the premium class for the transport of the
delay-sensitive traffic to avoid delay-requirement violations.
We have also to consider that the network resources are a
valuable asset and should be saved.
This target can be reached with a procedure that applies the
following strategy:

1. For each node pair a delay threshold τs,t (s: source
node, t: target node) is defined, that is related to the
delay for the shortest path, e. g., two times the shortest
path delay, see Figure 1. Successful service differ-
entiation is applied if a portion of the standard class
traffic (in the best case the delay-sensitive part of it)
can be routed with a delay higher than this threshold,
see Figure 5.

2. The premium traffic is routed on the shortest paths that
are available. Therewith, the lowest possible delays
with respect to the propagation delay can be reached.

3. The traffic of the standard class is treated with the three
following operations, see Figure 3:

(a) Traffic demands, that should be routed with an
increased delay, are preselected to reduce the
amount of traffic that should be routed on longer
paths, and also the final amount of additional
activated network hardware. For the reason of
fairness, the preselection is done randomly in
predefined time intervals.

(b) Each preselected traffic demand is split into por-
tions with a fixed maximum traffic amount.

(c) A subset of the preselected traffic portions is
routed on longer paths to increase the delay be-
yond the predefined delay thresholds τs,t . The
remaining traffic is routed arbitrarily in terms of
delay.
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Figure 3 Operations on the standard class traffic.

The proposed routing approach overcomes the problems
mentioned in Section 2.1. Further, it has a few degrees of
freedom, which can be used as design parameters as long
as the principles mentioned above are used. First, the traffic
portion size of the demand splitting can be chosen. For a
small size, the approach can adjust the traffic amount to
the shorter or longer paths with a finer granularity. On the
contrary, it has to solve a more complex problem. Second,
the demand selection allows to vary the amount of demands
that are considered for a routing on longer paths.
To calculate how many times on average we have to re-
peat the demand selection until we pick all the available
Nmax end-to-end demands of the network at least once, we
adapted the equation of Stadje [8] to our scenario. In Fig-
ure 4 we evaluate this equation for several network sizes of
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Figure 4 Expected number of trials needed to select at
least once all the possible end-to-end demands (Nmax) of a
network.
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Figure 5 The proposed approach creates the lowest delay
for the premium service, and larger delays for the differ-
ent traffic portions of the standard service. Due to traffic
splitting, multiple delay values per traffic kind may occur.

different Nmax, depending on the selection size. We see that
the expected trials are growing exponentially as the selec-
tion size is reduced. In addition, for all cases the expected
trials must be 1 when the selection size equals Nmax, which
explains the knee of the curves at Nmax−1.
The expected delay behavior of the DSD routing is shown
in Figure 5. The delay values are given for traffic portions
that are on the same path, i. e., split traffic demands can
be routed on more than one path which ends up in one or
more delay values. While the premium service is routed on
shortest paths (cf. Figure 1), the standard traffic is routed
with a tendency to longer paths and higher delay. We expect
a delay differentiation which is large enough to separate the
delay-sensitive from the delay-insensitive services.

3 Optimization

In this section we present an ILP formulation that realizes
the solution approach introduced in Section 2.2. The formu-
lation is based on our previous work in [6].
We consider a meshed transport network consisting of a
circuit-oriented optical layer and a packet-oriented electrical
layer on top. The fiber topology is a directed graph G(V,E)
with nodes V and fiber links E. Each node consists of a
color-, direction- and contentionless optical cross connect
and a packet router connected to it. We assume that the cross
connect is reconfigurable in an software-defined networking
(SDN) fashion. Further, we assume the router ports to be
tunable, such that they terminate an optical circuit as it is the
case in IP-over-DWDM architectures. The principle idea



Algorithm 1 Generation of candidate paths.
Require:

P set of all simple paths in G from s to t
k maximum number of candidate paths to return
` function to determine the delay of a path p ∈ P

1 function FINDCANDIDATEPATHS(P,k, `)
2 L← {argminp∈P `(p)} . lowest delay path
3 while (|L|< k)∧ (L 6= P) do
4 L← L∪{argmaxp∈P\L(minl∈L |`(p)− `(l)|)}
5 return L

can be applied to any packet-optical architecture though.
We reconfigure the network, i. e., the optical circuits and the
traffic routing, regularly to handle changing traffic demands.
For the migration between two configurations we employ
a "make before break" approach, i. e., connections in the
old configuration can only be removed after the replacing
connection is set up. In each reconfiguration step we have a
set of (split) traffic demands D for which connectivity must
be provisioned. For each demand d ∈ D, hd describes the
requested data rate. We also have the set DS ⊆D which con-
tains demands of the standard class that have been selected
for routing on threshold-exceeding paths.
We employ an ILP to find optimized network configurations.
The ILP is based on a link-path formulation, i. e., the op-
timizer selects traffic routes from a set of candidate paths,
which we generate in advance.
The optimization target in our proposed approach is the
routing of the demands in DS on non-shortest paths in order
to cause perceivable service differentiation between those
demands and those of the premium class.
The details of the path generation and the ILP are presented
in the following sections.

3.1 Generation of Candidate Paths
Our ILP realizes a link-path formulation which depends
on preselected candidate paths. A standard approach to
the generation of candidate paths is the use of a k shortest
path algorithm, where the number of paths, k, can be used
to adjust the complexity of the ILP. Since most routing
problems focus on short paths, this is a valid approach.
However, in our case we are interested in longer paths
as well in order to differentiate services. Therefore, we
generate candidate paths according to Algorithm 1.
In order to find the candidate paths from node s to node t, we
first compute all corresponding simple paths. We then select
k of those simple paths as candidate paths in an iterative
manner. We first select the path with the lowest delay. Then
we successively add paths which have the largest difference
in delay from the already selected ones. In that way, the
candidate paths represent a variety of path delays.
Since we consider large-scale, high-performance transport
networks, we do not expect any major queuing delays in
the network nodes [2]. Instead, the main contribution of
delay is propagation delay in the fiber links. Therefore, we
model the delay of a path by the propagation delays of the
links it traverses. Our ILP constrains the planned circuit
utilizations to stay below an adjustable value η . In that
way, the probability of congestion and the resulting queuing

delays is reduced greatly.
A candidate path describes the end-to-end route through the
network. However, since we allow grooming of multiple
demands into a single circuit, a demand is not necessarily
routed on a direct optical circuit in the optimal configura-
tion. Instead, it might traverse a sequence of circuits, such
that nodes along the candidate path are either bypassed or
used for optical-electrical-optical conversion and packet
routing. Hence, for each demand d ∈ D, the set Ld contains
the candidate paths and the set Rd,l , with l ∈ Ld , contains the
corresponding circuit path sequences. For each candidate
path, εd,l ∈ {0,1} equals 1 if the path delay is below the
delay threshold τs,t of the corresponding node pair. For de-
mands in the premium class we only generate one candidate
path to ensure shortest path routing.

3.2 Integer Linear Program Formulation
The basic task of the ILP model is to determine a candi-
date path and a corresponding sequence of circuit paths
for each demand. Based on this selection, it computes the
required amount of active optical circuits and ports to carry
all demands. In doing so, the ILP must adhere to resource
limitations like the number of available ports at each node
or the capacity of the links.
We define the set U that contains all node pairs, i. e., U =
{(u,v) ∈ V ×V : u 6= v}. The set C consists of all circuit
paths that result from the various Rd,l , i. e., each c ∈ C
is a potential circuit path on which a number of actual
optical circuits can be activated. The ILP then contains the
following variables:

• gd,l,r ∈ {0,1} (d ∈ D, l ∈ Ld ,r ∈ Rd,l): path selector,
i. e., gd,l,r equals 1 if demand d is routed over path l
using the circuit path sequence r

• wc ∈ N (c ∈C): the number of active, parallel circuits
on circuit path c

• w′c ∈ N (c ∈C): the number of active, parallel circuits
on c taking migration into account

• pv,t ∈ N ((v, t) ∈U): the number of ports at v for con-
nections with t

• p′v,t ∈ N ((v, t) ∈U): the number of ports at v for con-
nections with t taking migration into account

• iv ∈ {0,1} (v∈V ): indicator for a highly utilized node,
i. e., iv equals 1 if a certain amount of the installed ports
is occupied at node v

Furthermore, the ILP contains the following constants:

• ξ ∈ R: the data rate of a single optical circuit
• π ∈ N: the maximum allowed number of optical cir-

cuits on a link
• ψ ∈ [0,1]: the soft utilization limit of nodes; if the

fraction of occupied ports is higher, the indicator iv is
activated

• η ∈ [0,1]: the maximum allowed utilization of an op-
tical circuit

• ρc,d,l,r ∈ {0,1}: indicates whether circuit path se-
quence r of demand d’s candidate path l uses circuit
path c



• δe,c ∈ {0,1}: indicates whether circuit path c traverses
link e

• ϕc,u,v ∈ {0,1}: indicates whether circuit path c con-
nects nodes u and v with u as source node

• ĝd,l,r ∈ {0,1}: the path selector of the previous config-
uration (a constant for the current optimization)

We can now define the constraints as follows (the set D̂ con-
tains the demands that are already present in the network):

∑
l∈Ld ,r∈Rd,l

gd,l,r = 1 ∀d ∈ D (1)

∑
d∈D,l∈Ld ,r∈Rd,l

ρc,d,l,r ·hd ·gd,l,r ≤ ξ ·wc ∀c ∈C (2)

∑
d∈D,l∈Ld ,r∈Rd,l

ρc,d,l,r ·hd ·gd,l,r +∑
d∈D̂,l∈Ld ,r∈Rd,l

ρc,d,l,r ·hd · ĝd,l,r

−∑
d∈D∩D̂,l∈Ld ,r∈Rd,l

ρc,d,l,r ·hd ·gd,l,r · ĝd,l,r ≤ η ·ξ ·w′c ∀c ∈C
(3)

∑
c∈C

δe,c ·w′c ≤ π ∀e ∈ E (4)

∑
c∈C

wc ·ϕc,v,t ≤ pv,t ∀(v, t) ∈U (5)

∑
c∈C

wc ·ϕc,t,v ≤ pv,t ∀(v, t) ∈U (6)

∑
t∈V\v

pv,t ≤ χv ∀v ∈V (7)

1
χv

∑
t∈V\v

pv,t ≤ ψ + iv ∀v ∈V (8)

∑
c∈C

w′c ·ϕc,v,t ≤ p′v,t ∀(v, t) ∈U (9)

∑
c∈C

w′c ·ϕc,t,v ≤ p′v,t ∀(v, t) ∈U (10)

∑
t∈V\v

p′v,t ≤ χv ∀v ∈V (11)

Equation (1) ensures that a demand is routed on exactly one
path. Constraints (2) and (3) ensure that enough circuits are
activated depending on the chosen paths. In contrast to con-
straint (2), which only considers the demands of the current
reconfiguration step, constraint (3) also takes the demands
of the previous configuration into account allowing a "make
before break" migration. Equation (4) is a link capacity con-
straint. Constraints (5) and (6) activate a sufficient amount
of router ports to accommodate the active optical circuits.
Constraint (7) limits the number of active ports at node v
to the amount of installed ports χv. Constraint (8) activates
the indicator iv if the fraction of occupied ports at a node v
exceeds the predefined value ψ . In that way, headroom for
later migrations is preserved. Constraints (9) – (11) have
the same purpose as (5) – (7), but also consider migration.
Finally, the optimization target for our proposed network
reconfiguration ILP is

min

(
α

|V | ∑v∈V
iv +β ∑

(v,t)∈U
pv,t + γ ∑

c∈C
(wc +w′c)+

δ

∑d∈DS
hd

∑
d∈DS,l∈Ld ,r∈Rd,l

εd,l ·gd,l,r ·hd

)
. (12)

Notice that the last term only considers the preselected
demands in DS. For the cost factors we choose α � β >
γ > δ . In that way, migration headroom is the primary goal
of the optimizer. Whenever headroom capacity is not a
problem, the number of active ports and optical circuits is
the main minimization target leading to resource efficient
network configurations. The last term is what makes our
approach special. It penalizes demands in DS which are not
routed on threshold-exceeding paths.

4 Illustrative Numerical Example

4.1 Scenario
For the evaluation of our approach we have used a US topol-
ogy and a German topology based on the Abilene and the
Nobel backbone networks openly available in SNDlib [9].
The Abilene topology was slightly modified by removing a
node playing the role of a leaf vertex, and more particularly
only connected to Atlanta. Such special nodes are very rare
to find in a meshed backbone network and we considered
them unrelated to our scenario. The two network topologies
are illustrated in Figure 6.
In both cases we have assumed an IP-over-DWDM architec-
ture using up to π = 80 channels and a single line rate setup
with router ports transmitting at a rate of ξ = 100Gbps un-
der a transparent optical reach of 2500 km. To aid migration,
the ILP will discourage configurations in which more than
80 % of the ports installed at a node are occupied (ψ = 0.8).
For each of the two networks, we set the maximum number
of candidate paths that Algorithm 1 can choose and the
number of maximum circuit sequences per candidate path,
in order to reduce the computation effort. While for the
German topology a maximum of 5 candidate paths and 5
circuit sequences are allowed, in the US network we take
into account all paths as candidate paths and all of their
circuit sequences because of the limited linkage complexity
of the network. Additionally, we permitted configurations
with η = 0.7 meaning up to 70 % utilization for each cir-
cuit. This way our reconfiguration method avoids high link
utilization in the network which also enables us to disregard
queueing delay in our model [2]. Furthermore, the delay
threshold value τs,t between end-to-end nodes is computed
as two times the delay induced from the corresponding
shortest path.
The network traffic was artificially generated through the
procedure described in [10]. The total demand produced for
the US network is given in Figure 7a). The demand for the
German network is of similar characteristics and volume.
Each demand connects a node pair with a required data rate
and can either be delay-sensitive or delay-insensitive, based
on the delay requirements of the underlying application. We
assume that the delay-sensitive traffic is 20 % of the whole
traffic and that the NSP is unable to distinguish between
them. In this sense, the NSP can only distinguish demands
based on the SLA describing them. As mentioned, the
existence of an SLA with two service classes, standard and
premium, is examined. The premium traffic only consists
of the 50 % of the delay-sensitive traffic, which means the
10 % of the whole traffic. Premium demands are always



(a) US topology (avg. link length: 993 km) (b) German topology
(avg. link length: 143 km)

Figure 6 The network topologies.
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Figure 7 The traffic model.

routed on the shortest path. The remaining 50 % of the
delay-sensitive traffic (10 % of total) is handled with the
standard service class together with the delay-insensitive
traffic. Demands belonging to the standard class are handled
with the DSD methodology to provide differentiated routing.
Figure 7b) displays the above described notion, similarly to
Figure 2. These percentages apply, with some randomness
included [10], not only for the aggregate network traffic but
also for every single end-to-end demand.

4.2 Reference Approaches
We compare the proposed approach with two reference
approaches to highlight the effects. The first reference ap-
proach is a shortest path routing (SP). It is realized by the
ILP presented in Section 3.2 with a modified cost function
in which the last three terms are replaced by one term that
penalizes the physical path length. In that way, all demands
are routed on the shortest path in terms of length and con-
sequently also propagation delay. The second reference is
a hardware-oriented optimization (HW) which is realized
by the ILP as well. This time, only the last term, which
penalizes demands below the delay threshold, is removed
from the cost function. Consequently, the resulting configu-
rations require a minimal amount of router ports.

4.3 Simulation
For the implementation of our DSD methodology, the
high-performance mathematical programming solver IBM
CPLEX was used. Due to the time-consuming search for the
global optima of the solver, it was decided a time limit of 40
minutes for every optimization. It was observed that with
this time limit the ILP optimizations of DSD and HW ended
with an average gap of 1.6 % while the SP reached 0 %. To
balance the randomness introduced from the time limit, we
conducted 30 differently seeded optimization runs per simu-
lated point in time at a granularity of one hour. Running the
optimization multiple times with different initialization for
the solver is still important for other reasons. For a single
set of demands different optimal network configurations are
possible and the solver can only select one of them. There-
fore, the network state may evolve differently over time for
separate runs. Besides that, the seeded simulations help to
regularize the results drawn from the randomized process
of demand selection.
Before running the evaluative simulation, it is still left to
determine the number of installed ports χv per node. For this
reason we first run a dimensioning simulation to determine
the number of ports needed. This simulation adheres to
the HW optimization described in Section 4.2 and uses the
same traffic as described in Section 4.1. The results of the
dimensioning were overprovisioned with a factor of 1.25
yielding the values χv of Section 3.2.
We tested our approach for a series of demand selection
sizes. The demand selection changes every 6 hours and each
time we randomly pick another subset of D. As a result,
this yields 22 expected trials for the German network, given
that each time we select 68 end-to-end demands out of the
overall 272 (the 17 nodes of the German network makes
17 ·16 end-to-end demands). This means that in the specific
scenario of the 6 hour rotation of DS, the algorithm will
have gone through all the demands at an expected time of 5
days and a half.

4.4 Results
Figures 8 and 9 show the results for the introduced scenarios
for the course of a day. We show values for each of the three
routing approaches. In all plots DSD is represented by three
graphs, one for each selection size. Each of these graphs is
the average of 30 optimization runs. In Plots a), c), d) and
e) the SP and HW approaches are represented by a single
graph (the average over 30 optimization runs and the three
selection sizes) because the selection size is not relevant
for them. Plot b) shows the percentage of selected traffic
that is routed on a threshold-exceeding path. Since this
quantity depends on the selection size, also SP and HW
are represented by three graphs. Premium demand is not
included in the plots.
Figure 8 shows the results for the US topology. In Plot a)
it is visible that SP requires a considerable amount of ad-
ditional ports compared to the other approaches. This is
an expected behavior because the other approaches are de-
signed to minimize active ports. The port usage of DSD
is only slightly higher (3.2 % on average) than that of HW.
Hence, there is no disadvantage in using DSD.
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Figure 8 Simulation results for the US topology.

Figure 8b) considers the selected traffic, i. e., the traffic cre-
ated by the demands in DS, and shows the percentage that
is routed on threshold-exceeding paths. This percentage
experiences a propagation delay at least two times as high
as the corresponding premium demands. As expected, the
percentage is zero for SP because everything is routed on
the shortest path. For DSD the percentage varies between
4.7 % and 11.4 %. While the values for a selection size
of 50 % and 100 % are quite stable, the curve for a selec-
tion size of 25 % shows a considerable shift from 12 PM
to 6 PM. This illustrates the sensitivity to changes in the
demand selection if only a small number of demands is se-
lected. The curves also reveal that under high traffic loads,
which is the case at the beginning and the end of the day,
less traffic can be routed above the threshold due to resource
constraints. Interestingly, the HW approach exhibits a con-
siderable percentage of threshold-exceeding traffic as well.
HW treats every demand equally. Nevertheless, since it
employs grooming to minimize active ports, some demands
are routed on threshold-exceeding paths "by accident". In
particular, there is no way to control which demands exceed
their delay threshold using HW.
The selected traffic consists of delay-sensitive and insen-
sitive traffic. Since our main goal is to create a delay dif-
ferentiation for the sensitive traffic, Figure 8c) shows the
percentage of sensitive traffic that is routed on a threshold-
exceeding path. It can be seen that the percentage increases
with the selection size. There are two reasons for this. First,
with an increased selection size the amount of selected sen-
sitive traffic also grows. Second, with an increased selection
size the diversity of selected demands grows and it is eas-
ier for the optimizer to find demands that are suitable for
routing on long paths. However, an increased selection size
also means less control about which demands experience
delay differentiation.
The fact that a considerable number of demands is routed
on paths that exceed their delay threshold also influences

the network-wide average delay of the standard service
class. In Figure 8d) it is visible that the shortest path routing
of SP results in a constant average delay of about 11 ms.
Using DSD the delay increases to almost 13 ms during high
network utilization (around 12 AM) and rises up to 16.5 ms
for a selection size of 100 %.
The last plot, Figure 8e), explores the amount of occupied
spectral resources. The amount of spectral resources a sin-
gle circuit occupies equals the number of links in E the
circuit traverses. The plot shows the summation for all ac-
tive circuits. As can be seen, DSD occupies more resources
than HW. For a selection size of 100 % the difference is 25
resource units on average. This shows how DSD achieves
long paths, namely by increasing the lengths of individ-
ual optical circuits. For low network loads (from 5 AM to
5 PM) DSD occupies less spectral resources than SP, but for
higher loads it surpasses both SP and HW.
We have evaluated our DSD approach in the German topol-
ogy as well. The results are presented in Figure 9. Com-
pared to the US topology, the German network is of much
smaller geographical extent. However, since we use the
same assumptions for the ports, in particular a transparent
reach of 2500 km, the maximum relative length of an op-
tical circuit wrt. the network extent is much higher. As a
result, much higher percentages of traffic can be placed on
threshold-exceeding paths. As can be seen in Figure 9b),
for a selection size of 100 % more than 60 % of the selected
traffic can intermittently be routed on paths that exceed the
delay threshold. This means that more than half of the total
traffic of the standard class is affected. For the sensitive traf-
fic in Plot c), between 37 % and 57 % are achievable. While
these values are much higher than those observed in the US
topology, also the differences induced by the different selec-
tion sizes are larger. Furthermore, in Figure 9e) it is visible
that the large amounts of traffic that experience delay differ-
entiation also require a considerable amount of additional
spectral resources. The average difference between DSD
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Figure 9 Simulation results for the German topology.

and HW for a selection size of 100 % is 340 spectral units,
while compared to SP it is 416 spectral units. However, for
high network loads around 12 AM the resource usage for
HW is already much higher than for SP. This suggests that
the goal of minimizing active ports alone is an important
cause for increased usage of spectral resources.

5 Conclusion

In this paper we have introduced a routing and network re-
configuration approach that enforces customer-perceivable
delay differences for network traffic of different service
classes. This is achieved by routing traffic of the premium
service class on paths with the lowest delay while traffic of
other classes is routed on paths that exceed a certain delay
threshold. Using the ILP formulation for our proposed DSD
approach, we have shown for two backbone networks that a
considerable amount of delay-sensitive traffic can be routed
under differentiation without increasing the amount of ac-
tive router ports. In the considered scenarios this portion
of traffic experiences at least two times the delay of the
premium class. It is also visible that the differentiation con-
sumes more spectral resources than a hardware-optimized
or shortest path routing. However, by adjusting the selection
size for DSD, the NSP is able to control the trade-off be-
tween the amount of differentiated traffic and the additional
consumption of spectral resources.
The achievable delay differentiation can be used to justify
pricing differences between the service classes. This pro-
vides a way for the NSP to capitalize on low-delay services.
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