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Abstract—Network connections in optical backbone networks
are subject to failures and the network operator is obliged
to compensate its customers according to the terms of the
service level agreement (SLA) if outages have occurred. These
compensations are typically made after regular billing cycles. In
most SLAs the billing cycle has a length of one calendar month.
However, the length of the billing cycle has a significant impact on
the compensation that is to be paid by the network operator. To
show this, we first derive the exact distribution of the downtime
per billing cycle for dedicated path-protected connections with
exponential failure and repair times. Based on this, we derive the
expected amount of compensation for different SLA compensa-
tion policies. We show that, depending on the failure and repair
characteristics of the network components, there is a billing cycle
for which the expected amount of compensation is maximized
and hence is to be avoided. Consequently, the adjustment of
the billing cycle to the failure and repair characteristics or vice
versa can play an important role in the optimal design of SLAs.

Index Terms—Compensation, Downtime distribution, Interval
availability, Network outage, Service level agreement

I. INTRODUCTION

Availability is one of the most important performance
indicators for connections in today’s networks, especially when
it comes to optical backbone networks with their enormous data
rates. Outages in the network like link failures disrupt many
connections at once and in that way affect many customers. The
customers have to be compensated for these outages, e.g., by
paying refunds or issuing service credits. Typically, this happens
once at the end of the connection’s contract period or, for long-
running connections, regularly after a fixed billing cycle [1].
Details about the compensation as well as the corresponding
guaranteed levels of availability are stipulated in the service
level agreement (SLA) between the network operator and its
customer. To increase the operator’s profit, compensation pay-
ments should be avoided or reduced where possible. One way of
achieving this is the introduction of redundancy in the network,
which increases the system availability and hence leads to
less and shorter outages. However, redundancy is not for free
and a balance between additional investments and reduced
compensations has to be found [2]. Another way, which we
pursue here, is to exploit properties of the availability itself to
reduce the compensation amount without imposing extra costs.

The term availability has many interpretations. Typically, it
refers to the steady-state availability which is the probability of
finding a connection working at any point in time in an infinite

time interval. However, as soon as a limited time interval is con-
sidered, the relevant metric is the interval availability, which is
the actual availability of the connection during that very interval.
The interval availability is a random variable (RV) because the
underlying connection outages are random. Different authors
have shown how the probability of delivering a certain interval
availability in a limited time interval depends on the underlying
failure and repair processes of the connection but also on the
interval length itself. In [3], the authors derive the probability
of violating the availability guaranteed in the SLA and briefly
discuss the impact of the connection holding time or contract
period over which the availability is evaluated. They show that
the violation probability has a maximizing contract period and
that shorter or longer periods reduce the violation probability. In
[1] it is shown that the failure and repair processes have a signif-
icant impact on the interval availability, even if the steady-state
availabilities are the same. The authors of [4] and [5] present im-
portant properties of the distribution of the interval availability
and also discuss the significance of the contract period. In [6]
and [7], the authors build on the theory of interval availability
and derive the value at risk (VaR) for the penalty incurred by
availability violations. In that way, they connect the interval
availability with a business related metric. Finally, the authors of
[8], like others, consider the probability of availability violations
for different assumptions on the repair time. Furthermore, they
briefly touch on the impact of the considered time interval not
in the sense of a contract period but in the sense of a repeating
billing cycle for a connection. The presented literature suggests
that, for a comprehensive SLA design, it is necessary to con-
sider failure and repair characteristics and billing cycles jointly.

In this paper, we focus on the scenario in which the
availability of a long-running network connection is evaluated
regularly at the end of each billing cycle. Depending on the
amount of downtime the connection experienced during a
billing cycle, the network operator has to pay compensation to
the customer. Unlike many of the works mentioned above, we
do not assume that connections have a limited contract period
with only a single evaluation of the downtime and compensation
at the end of the contract. Our first contribution is the exact
distribution of the downtime per billing cycle for dedicated path-
protected connections with exponential failure and repair times.
Further, the expected amount of compensation for different
compensation policies is derived, and it is shown that a precise
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numerical evaluation is possible using freely available software.
Finally, the impact of the billing cycle on the expected amount
of compensation is demonstrated in a network study.

II. DISTRIBUTION OF THE TOTAL DOWNTIME

The amount of compensation a network operator has to pay
depends on the number and length of the connection outages.
We assume that compensations for a network connection
that runs indefinitely are made regularly after a fixed time
interval—the billing cycle. Therefore, the distribution of the
total downtime during a billing cycle is of interest.

For the moment, we consider a network connection not
as a combination of network components but as a monolithic
system. We assume that this system can fail and is repairable,
i.e., after a failure and a certain repair time the system is
working again. Consequently, the system is either in the up
state U (working) or in the down state D (not working) (see
Figure 1). Failures occur randomly and also the time it takes
to repair the system varies. Hence, the time TU,i the system
is in state U between a successful repair (or connection setup)
and the i-th failure is a RV with expectation MTTF (mean time
to failure). Likewise, the time TD,i between the occurrence
of the i-th failure and its successful repair (state D) is a RV
with expectation MTTR (mean time to repair). We assume that
all failure and repair times are independent and identically
distributed, hence we set TU≡ TU,i and TD≡ TD,i ∀i. For a
time interval I = [t0,t0 +T], the total downtime X is the RV
given by the sum of the individual outage times TD,i that
occurred in I (if I ends in D, then the last TD,i is counted only
partly). In the following, we assume that the failure and repair
times TU and TD follow negative exponential distributions
with failure rate λ and repair rate µ, like e.g. in [9] and [10].

In [11], Takács considers an equivalent system with two
alternating states A and B. He provides the cumulative
distribution function (CDF) for the total time β spent in state
B during an interval of length T as

Ω(t) = P(β ≤ t) (1)

=

∞∑
n=0

Hn(t)
(
Gn(T − t)− Gn+1(T − t)

)
. (2)

In this equation G and H are the CDFs of the individual times
spent in the states A and B, respectively, and Gn and Hn are
their respective n-th iterated convolutions with themselves. An
important assumption for this result is that the system is in
state A at the beginning of the considered interval.

For the case of negative exponential failures and
repairs, Takács also provides a closed-form solution with
G(t)=1−e−γt and H(t)=1−e−δt in [11]:

Ω(t) = e−γ(T−t)

(
1 +

√
γδ(T − t)

·
∫ t

0
e−δyy−

1
2 I1

(
2
√
γδ(T − t)y

)
dy

) (3)

≡ Ω(t, γ, δ) (4)

U

D
t = 0 t = T

TU,1 TU,2 TU,3

TD,1 TD,2

Fig. 1. Alternating system states U (working) and D (not working).

where I1(x) is the modified Bessel function of the first kind
of order 1.

A direct application of the presented results from [11] are
network connections with a finite contract period for which
compensations are made at the end of the period, e.g. [12].
The states A and B can be mapped to the states U and D,
respectively. The interval length T corresponds to the contract
period and since the operator ensures that a new connection
is working properly when it is handed over to the customer,
the condition that the system starts in state A is fulfilled. The
distribution of the total downtime X we are looking for is
then given by Ω. To indicate that the state U is mapped to
the initial state A we use the notation ΩU.

For long-running connections with a fixed billing cycle
instead of a predetermined contract period the case is slightly
different. With a fixed billing cycle T , compensations have to
be made on a regular basis. Like in the application above, in the
first billing cycle, the connection has been set up and, therefore,
this cycle starts in the up state. However, for all subsequent
billing cycles this assumption is not necessarily true because
connection outages can reach from the end of one cycle into
the beginning of the next. This is especially the case when the
billing cycle T is on the same order as the repair times, i.e.,
either for small T or large MTTR (e.g. 540 hours for submarine
cables [13]). Therefore, it is not sufficient to use Ω directly
to obtain the distribution of the downtime for a billing cycle.
Instead, we use the law of total probability to combine the case
of a cycle starting in U with the case of a cycle starting in D.

The probability of starting a billing cycle in the working
state U is equal to the steady-state availability of the
connection which is given by [14, Ch. 1.2]

a =
MTTF

MTTF + MTTR
. (5)

Once a billing cycle is started in state U, the system has almost
surely already been in U at the end of the previous billing cycle
(see TU,3 in Figure 1). Therefore, the time between the start of
the cycle and its first failure is only a part of TU. In general, this
residual part does not share the distribution of TU. However,
since we assume TU to be exponentially distributed, the residual
part follows the distribution of TU as well [14, A6.5]. Hence,
with the same mapping as described above (A → U, B → D,
and β→X), ΩU is the distribution of the downtime, i.e.,

P(X ≤ x|ξ0 = U) = ΩU(x) (6)

where ξ0 denotes the state at the beginning of the billing cycle.
The probability of starting in the down state D is equal to the un-
availability u=1−a. In this case, we use Ω as well, but we map
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Fig. 2. Cumulative distribution function F of the downtime for different
billing cycles T , MTTR=12 h, and MTTF=1188 h. The x-axis is normalized
to the respective billing cycle and in log scale.

D to the initial state A and U to state B. Consequently, β corre-
sponds to the total uptime in the billing cycle. Since the sum of
up- and downtime is equal to the billing cycle T it follows that

P(X ≤ x|ξ0 = D) = P(β > T − x) (7)
= 1− P(β ≤ T − x) (8)
= 1− ΩD(T − x). (9)

Since the states U and D are mutually exclusive, the CDF
of the total downtime X per billing cycle is

F(x) = P(X ≤ x) (10)
= aP(X ≤ x|ξ0 = U) + uP(X ≤ x|ξ0 = D) (11)

= aΩU(x) + (1− a)
(
1− ΩD(T − x)

)
(12)

and with the notation Ω(t,γ,δ) in (4) we get

F(x) = aΩ(x, λ, µ) + (1− a)
(
1− Ω(T − x, µ, λ)

)
. (13)

Figure 2 shows the CDF of the total downtime for different
billing cycles, MTTR=1/µ=12 h, and MTTF =1/λ=1188 h.
The resulting steady-state availability is a=0.99. It is visible
for the billing cycles of one week and one month that as x
decreases, F(x) approaches a non-zero probability. This is
the probability P(X = 0) that there is no downtime (i.e., no
outage occurs) during the interval T . This scenario occurs if
the billing cycle is started in the working state U and TU>T .
Consequently, we have for the exponential case

P(X = 0) = aP(TU > T) = F(0) = ae−λT . (14)

That, in turn, means that X is a mixed RV and F has a disconti-
nuity at x=0 (not shown in the figure due to the log scale). For
longer billing cycles, this probability vanishes, i.e., it is very
unlikely that no failure occurs during a cycle. Since the x-axis is
normalized to the billing cycle it can be interpreted as the inter-
val unavailability. The steady-state unavailability in this exam-
ple equals u=1−a=10−2. As can be seen in the figure, with
an increasing billing cycle, the probability that the interval un-
availability is close to the steady-state unavailability increases.

III. DOWNTIME OF UNPROTECTED AND
DEDICATED PATH-PROTECTED NETWORK CONNECTIONS

In the previous section, we have derived the distribution of
the downtime of a billing cycle for a monolithic system with

exponential failure and repair times with known MTTF and
MTTR. However, a network connection is a composite system
that consists of several components. Each of these components
has its own failure and repair process and influences the
distribution of the total downtime of the connection. In
order to determine the downtime distribution for unprotected
connections and connections with dedicated path protection,
we propose to reduce the composite system of network
components to a monolithic system by series and parallel
reductions. For this, we assume that each individual component
i has exponential failure and repair processes, and we know
their means or rates MTTFi =1/λi and MTTRi =1/µi.

We assume that an unprotected connection consists of
a series of N network components like fibers, amplifiers,
(de)multiplexers, cross connects, and transponders. The
connection is working only if all components are working.
We further assume that component failures and repairs are
independent of each other. Therefore, the aggregated failure
rate of the series of components is the sum of the individual
failure rates [14, Ch. 6.3]

λS =

N∑
i=1

λi =
1

MTTFS
. (15)

The steady-state availability of a series is given by the product
of the individual availabilities, i.e.,

aS =

N∏
i=1

ai (16)

and hence with (5) the repair rate of the serial system is

µS = λS
aS

1− aS
=

1
MTTRS

. (17)

To handle protected connections, we need to reduce parallel
systems. For dedicated path protection with a working and
a backup path it is sufficient to consider a parallel system
consisting of two subsystems. According to [14, Ch. 6.4], the
aggregated failure rate of this system is

λP =
λ1λ2(λ1+λ2+µ1+µ2)

(λ1+µ2)(λ2+µ1)+λ1(λ1+µ2)+λ2(λ2+µ1)
. (18)

The steady-state availability of the parallel system is given by

aP = 1− (1− a1)(1− a2) (19)

and similar to (17) the repair rate of the parallel system is

µP = λP
aP

1− aP
=

1
MTTRP

. (20)

Using the presented transformations we are able to compute
the failure and repair rates—and consequently also the
distribution of the downtime—of unprotected and dedicated
path-protected network connections.

In the previous two sections, we have derived the distribution
of the total downtime in a billing cycle for composite systems
like unprotected or protected network connections. In the next
section we extend this result in order to compute the expected
amount of compensation a network operator has to pay.
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Fig. 3. Compensation policies Binary, Linear, and Cropped Linear.

IV. EXPECTED AMOUNT OF COMPENSATION

As introduced above, the random variable X describes the
total downtime of a connection during a time interval I of
length T . The compensation the network operator has to pay
is a function of this downtime. Let C be the RV that describes
the amount of compensation for the time interval I and let
gp : [0,T]→R be the mapping from the downtime X to the com-
pensation C for the compensation policy p. Figure 3 shows three
compensation policies that are based on those presented in [6]:

• Binary (B) gB(x) ≡

{
0 for x ≤ xreq

C∗ for x > xreq
(21)

• Linear (L) gL(x) ≡ C∗

T
x (22)

• Cropped Linear (CL)

gCL(x) ≡

{
0 for x ≤ xreq
C∗
T (x− xreq) + C∗

2 for x > xreq
(23)

The policies Binary and Cropped Linear are sensitive to a
maximum allowed downtime xreq agreed on in the SLA such
that shorter downtimes will not lead to compensation payments.

For each billing cycle, the compensation is calculated
using the policy function gp and the measured downtime x
in the cycle. The expected amount of compensation, which
we denote by Cp, is given by the Riemann-Stieltjes integral

E[C] =

∫ ∞
x=−∞

gp(x) dF(x) ≡ Cp (24)

where F(x) is the CDF of X derived in (13).
In order to evaluate (24) numerically, we transform the

integral and use properties of the individual compensation
policies. For Binary, we restrict the integration to the interval
(xreq,T] because gB(x)=0 everywhere else and obtain

CB = C∗
∫ T

x=xreq

dF(x) (25)

= C∗
(
F(T)− F(xreq)

)
(26)

= C∗
(
1− F(xreq)

)
(27)

because F(T) = 1 by definition. The same result is obtained
by considering the fact that the compensation amount under
the Binary policy is a discrete RV taking values from the set

TABLE I
FAILURE AND REPAIR CHARACTERISTICS AND AVAILABILITY OF

DIFFERENT FIBER DEPLOYMENTS (BASED ON [13]).

Deployment CC
in km

MTTR
in h

MTTF in h
for 300 km

Availability
for 300 km

Aerial 20 6 584 0.9898
Buried (conservative) 275 24 8030 0.9970
Buried (nominal) 300 12 8760 0.9986
Buried (optimistic) 628 9 18 338 0.9995
Submarine 5300 540 154 760 0.9965

{0,C∗}. For Linear we employ partial integration [15, Ch. 3.3]
and obtain

CL = gL(T)F(T)− gL(0)F(0)−
∫ T

x=0
F(x) dgL(x) (28)

= gL(T)−
∫ T

x=0
F(x)g′L(x) dx (29)

= C∗ − C∗

T

∫ T

x=0
F(x) dx. (30)

Here we used the properties that gL(0) = 0, gL(T) = C∗,
and C∗/T = g′L(x) is the constant slope of gL. Similarly, for
Cropped Linear we arrive at

CCL = C∗
(

3
2
−

xreq

T
−

F(xreq)

2
− 1

T

∫ T

x=xreq

F(x) dx

)
. (31)

We use the open-source Python packages SciPy [16] and
mpmath [17] for the numerical evaluation of the provided
equations including the remaining integrals in (30) and (31).
For most parameters, SciPy provides sufficiently precise results.
However, whenever SciPy reports stability problems (which is
the case especially for long billing cycles T), we switch to the
arbitrary-precision library mpmath to compute stable integrals.

Notice that with the help of the presented transformations, we
completely avoid the numerical differentiation of F which im-
proves the stability of the numerical evaluation of E[C] greatly.

In order to verify both the correctness of the derived
equations and the precision of the numerical evaluation we
have conducted a reference simulation using a discrete-event
simulator. In the simulation we consider the simple case of a
connection that uses a single fiber with a length of 300 km, and
we compare the results for different types of fiber deployments.
The deployments include aerial, buried, and submarine fiber,
and they differ in terms of the time between failures and the
time needed for repair. Table I presents the detailed character-
istics based on [13], namely the average length of fiber that
suffers one cable cut per year (CC) and the MTTR as well as
the MTTF and the resulting steady-state availability for 300 km
of fiber. The MTTF of a fiber with length ` can be calculated by

MTTF =
CC · 365 days · 24 h/day

`
. (32)

We assume that the required availability per billing cycle in
the SLA is areq =0.995, which yields a cycle length-dependent
maximum allowed downtime of xreq = T(1−areq). Since we



study different billing cycles T , the compensation policies need
to be scaled accordingly, which means that C∗ depends on T .
We assume that C∗T for a billing cycle T is a multiple of the
monthly recurring charge (MRC) a customer would pay for
a connection with a cycle of one month, i.e., C∗T = 1 MRC ·
T/1 month. As an example, using the policy Binary, the com-
pensation for not fulfilling areq in a billing cycle of one month is
1 MRC while for a cycle of one year (12 months) it is 12 MRC.

In the simulation, we randomly generate failure and repair
times according to the parameters of Table I, and we log the cor-
responding outage times as well as the resulting compensations
per billing cycle. The number of simulated fiber cuts has been
chosen high enough to guarantee that the widths of the 95 %
confidence intervals do not exceed 2 % of the corresponding
mean (therefore we omit the error bars in the following figures).

Figure 4 shows the results of both the simulation and the
numerical evaluation for the expected compensation amount. To
make the different billing cycles comparable, the compensation
is given for the period of one year, i.e., in the simulation the sum
of all compensations has been divided by the number of years
simulated. The relative difference between the numerical evalua-
tion and the simulation stays below 0.5 %, which shows that the
numerical approach yields accurate results. Further evaluations
show the same level of accuracy also for systems with much
lower availability. It is visible that the compensation policies
Binary and Cropped Linear in Figure 4a and Figure 4c have sim-
ilar behavior. Of course, the expected compensation depends on
the fiber deployment because different deployments have differ-
ent failure and repair processes and availabilities. Moreover, the
compensation also depends on the billing cycle. For the buried
fibers, the figures show a maximum compensation between 2.5
and 10.9 months. For shorter or longer billing cycles, the com-
pensation is lower which shows that the choice of the billing cy-
cle can have a significant impact on business models. Although
not visible in the graph, the same holds for the submarine fiber.
Here, the maximizing billing cycle is close to 290 months due
to the large MTTR. This makes clear that the choice of the
billing cycle has to be considered jointly with the failure and
repair characteristics of the network components. For the aerial
fiber there is no maximum because its steady-state availability
af is worse than the required availability areq. With the billing
cycle approaching infinity, the RV X converges to the constant
xf =T(1−af)>xreq and E[C] converges to gp(xf). Therefore,
the expected yearly compensation approaches 12 MRC for
Binary and 12 MRC·(areq−af+0.5)=6.062 MRC for Cropped
Linear. As can be seen in Figure 4b, the billing cycle has no
impact on the policy Linear because it considers outages of any
length proportionally. The differences between the deployments
arise solely from their different steady-state availabilities.

V. NETWORK STUDY

In this section, we extend the previous evaluation to a
network-level study. We consider the European topology
“Cost266” from [18] depicted in Figure 5. The topology has 37
nodes and an average fiber link length of 657 km. We assume
uniform traffic, i.e., one connection between each node pair. A
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(c) Cropped Linear compensation policy

Fig. 4. Yearly amount of compensation for different deployments. The lines
correspond to the numerical calculation; the marks (except “Maximum”)
show the simulation results. Both axes are in log scale.

Fig. 5. European fiber topology “Cost266” (based on [18]).

connection’s working path is protected by a dedicated backup
path. Both are routed on link-disjoint shortest paths w.r.t. the
fiber length. We employ the findings from Section III to com-
pute the expected compensation for these protected connections.
We assume that of all involved network components only fibers
fail because they have the biggest impact on the downtime. We
model all links as buried fibers and use the conservative case
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Cropped Linear compensation policy. The lines correspond to the numerical
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of Table I, i.e., CC =275 km and MTTR=24 h. The resulting
average connection availability over all connections is 0.9991,
with a minimum of 0.996 between Seville and Oslo and a
maximum of 0.99997 between Strasbourg and Zurich.

As before, we also confirmed the numerical computations
with a simulation. Since the compensation policy Linear is
insensitive to the billing cycle and Binary and Cropped Linear
behave similarly, we only consider Cropped Linear here.

Figure 6 shows the total expected yearly compensation over
all connections for different required availabilities. As can be
seen, the amount of compensation increases with a stricter
required availability. Also, the billing cycle that maximizes the
compensation increases with the required availability. For areq =
0.95, this means that by increasing the typical billing cycle of
one month to a higher value, the expected compensation can be
reduced. Contrary to this, for areq =0.99 and 0.995, stretching
the billing cycle first increases the expected compensation until
the maximum is reached. This behavior is also illustrated in
Figure 7, where the relative change in expected compensation
w.r.t. a billing cycle of one month is shown. As an example,
for areq = 0.99 the billing cycle must be increased to over
three months to achieve a reduction in compensations. For the
stricter areq =0.995, the cycle needs to be increased to more
than one year to yield a reduction. Alternatively, the cycle can
be reduced to any value below one month in both cases.

VI. CONCLUSION

In this paper we have studied the distribution of the
downtime and the resulting compensations for dedicated path-
protected network connections that are billed in regular cycles.
The derived analytical model provides a means for network
operators to estimate expected compensations numerically. It
was demonstrated in different scenarios that there is a billing
cycle which maximizes the expected compensation, and that
the compensation obligations can be reduced if billing cycles
are selected that are longer or shorter than this maximizing
cycle. However, it is important to consider the billing cycle
and the failure and repair processes of the network components
jointly. Together, they should play an important role in the
SLA design and the development of business models. Future
work will extend the presented methods to more sophisticated
protection mechanisms and additional repair distributions.
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