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ABSTRACT 

This paper deals with a simulation study of the 
CCITT interface X.2S. The simulation is based on a 
detailed model of X.2S, which takes the three 
levels of the interface and their individual pro­
cedures as recommended by the CCITT into conside­
ration. As pointed out in the recommendation there 
exist some so-called optional user facilities, 
such as flow control parameter negotiation, 
throughput class negotiation, and nonstandard 
packet size. Therefore, a relationship exists bet­
ween throughput class and several other parameters, 
as number of handled virtual circuits, window size, 
packet size, etc. 
A description of the model and some simplifying 
assumptions are explained and form the basis of a 
simulation program. The derived results allow a 
fast and accurate determination of the performance 
of X.2S enabling a quantitative judgement of those 
relationships. 

1. INTRODUCTION 

The CCITT Recommendation X.2S defines the "inter­
face between data terminal equipment (DTE) and data 
circuit-terminating equipment (DCE) for terminals 
operating in the packet mode on public data net­
works" . X.2S is thus a local interface between an 
intelligent terminal or a computer and the network. 
This paper addresses the determination of the per­
formance of X.2S. The approach is based on an 
event-by-event simulation in which the procedures, 
as recommended by X.2S, are implemented. With the 
help of this simulation program accurate perform­
ance results can be obtained as maximum through­
put, and mean transfer time. 

2 . CCITT RECOMMENDATION X. 25 

In this chapter a brief review of the main features 
of CCITT X.2S will be given. 
For further details the reader is referred to the 
x.2S documents /1,2/ as well as to /3/. 

2.1 Structure of CCITT X.2S 

The CCITT X.25 interface is structured in such a 
manner that three distinct and independent levels 
are defined (see Fig.l). 
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Fig.l: Structure of the X.25 interface 

The procedures of one level use the functions 
offered by the next lower level, but they are in­
dependent of the way in which this neighbour level 
is actually implemented. Hence, the levels could 
be replaced by completely different ones which pro­
vide the same overall functions. X.2S specifies 
rules, the so-called protocols how information bet­
ween correspondent levels in the DTE as well as in 
the DCE have to be exchanged. 
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Fig.2: Transfer of information through the levels 

Fig.2 shows the transfer of information through the 
levels in that each level accepts the information 
from the higher level and adds a header (e.g. header 
L3 , header L2) and a trailer (i.e. FCS) before pass­
ing the completed information to the next lower 
level. 
The main tasks of the three levels are: 

ITC-IO 

level 1: - physical level - this level specifies 
electrical and physical characteristics of the 
interface. It provides a bit-serial, synchronous, 
full-duplex, point-ta-point circuit for digital 
transmission. 
level 2: - link level - it specifies a data link 
control procedure, the so-called link access 
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procedure (LAP) for converting the error-prone 
physical link into a relatively error-free one. 
It includes methods for avoiding link-congestion 
during the information exchange between the DTE 
and the DeE. This LAP corresponds to the Bal­
anced Class of HDLC procedures. 
level 3: - packet level - this is the highest 
level of X.2S. It defines the rules how the 
user-data is to be encapsulated into packets. 
It also performs a concentrator function in 
that it multiplexes a number of so-called logio­
al channels onto the physical link by interleav­
ing packets from various logical channels. 
Level 3 provides facilities for establishing 
so-called virtual circuits (VC) which are the 
bidirectional associations or liaisons between 
a pair of DTEs over which packets are exchanged 
end-to-end. Furthermore, each logical channel 
established at the interface has its own and 
independent control exerted on the flow of 
packets. 

2.2 Window Flow Control Mechanism 

The use of sequence numbers at level 2 is primarily 
for the error control, whereas the use of sequence 
numbers at level 3, the so-called packet send se­
quence number peS) and the packet receive sequence 
number peR) is to control the flow of packets. This 
is achieved by limiting the number of packets acc­
epted by the network. Therefore, an independent 
window flow control mechanism is used for each 
established virtual circuit and for each direction 
to prevent VC-congestion. In this context the 
window size w is defined as the number of unack­
nowledged packets that a DTE or DCE can have out­
standing at any time for a particular virtual 
circuit. The value of w can range between 1 and 7 
(or 1 and 127 if extended numbering, Modulo = 128 
is used). 

Lower 
Window 
Edge 

Window w = I. 

Upper 
'Mndow Edge 

Fig.3: Window flow control mechanism 

The mechanism of the flow control, illustrated in 
Fig.3, is as follows: the value of the so-called 
lower window edge (LWE) is that one of the last 
received P(R), here e.g. last received P(R)=7, 
whereas the value of the upper window edge (UWE) 
is given by: UWE = (LWE + w - 1)mod8 
here: UWE = (7 + 4 - 1)mod8 = 2, 
wi th: w=4 and Modulo=8. 
Hence, the allowed range of P(S) which could be 
used for packets to be transmitted is bounded by 

LWE ~ P (S) ~ UWE. 
If the peS) of the last transmitted packet has al­
ready reached the upper window edge a so-called 
"window stop" occurs, in that the flow of packets 
stops due to the ~ack of free values for P(S). The 
flow of data continues only when a newly received 
peR) acknowledges an outstanding packet. 

2.3 Optional User Facilities 

CCITT x.2S distinguishes between several user faci­
lities that may be implemented in a packet-switched 
network as for example: 

nonstandard default window size w; this facility 
provides for the selection of default window 
sizes from the list of sizes supported by the 
administration. In the absence of this facility 
the default window sizes are 2. 
nonstandard default packet size; it provides for 
the selection of default packet sizes from the 
list of sizes supported by the administration. 
In absence of this facility the default packet 
sizes are 128 bytes. 
default throughput class assignment; this faci­
lity provides for the selection of default 
throughput classes. It should be notified that 
the default throughput classes are the maximum 
throughput classes which may be associated with 
any VC at the interface. 
"throughput class negotiation; this facility per­
mits negotiation of the throughput classes on a 
per call basis. This means that a particular 
throughput class for a VC can be requested if 
both DTEs, the calling as well as the called 
one, have been subscribed to this facility. If 
particular throughput classes are not requested 
the default values will be assumed. 

3. MODELLING AND SIMULATION 

Accurate values of performance for the X.2S inter­
face will be obtained by the aid of extensive sim­
ulation studies. Base for the simulation is a de­
tailed queuing model (see Fig.4) which takes the 
three levels and their individual procedures in 
the DTE and in the DCE into account. 

3.1 Description of the Queuing Model of X.2S 

Fig.4: Detailed queuing model of X.25 

Fig.4 shows the structure of the queuing model. It 
consists of two stations, the DTE and the DCE, con­
nected by a full-duplex circuit. This FDX-line re­
presents the physical level, characterized by the 
transmission rate and the one-way propagation deay. 
The link level in the DTE as well as in the DCE 
consists of a link access procedure control (LAP­
control) and two queues, the transmit and receive 
buffers (TB, RE). As mentioned above, the LAP­
control handles the error-recovery and takes care 
of avoiding link-congestion during the information 
exchange with the other equipment. Packets to be 
transmitted across the interface are offered by 
level 3. These packets are stored in the transmit 
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buffer where they have to wait for further trans­
mission. The transmission is according to first­
come, first-served, one packet per information 
frame. Before transmission finally occurs the LAP­
control adds the necessary overhead bits and passes 
this complete I-frame to level 1 for coding, signal 
adaptation, and for the definite transmission in 
case of a free channel. On the other hand, received 
I-frames which have been successfully transmitted 
from the other equipment will be treated as follows: 
the included packet is taken out of the information 
field and stored in the receive buffer to wait for 
further treatment by level 3. 
Last not least the model consists of several queues, 
controllers and multiplexers which represent the 
components of level 3. These modules handle up to 
n virtual circuits (VC). The implementation takes 
into account that each of the n virtual circuits 
will have an individual flow control. Consequently, 
each VC has its own VC-procedure control (VCPC). 
Main tasks of each of the VC-procedure controllers 
are: 

packetizing of messages which are waiting in 
the VC transmit buffer (VCTB), sequencing of the 
packets by the packet send sequence number P(S) 
and offering them to the multiplex-demultiplex 
control (MDM-control) 
receiving of packets from the MDM-control, de­
packetizing and storing the messages into the 
VC receive buffer (VCRB) 
controlling of the flow of information for the 
appropriate VC by P(S) and P(R) numbers accord­
ing to the window flow control mechanism. 

The MDM-controllers perform the asynchronous time 
division multiplex and demultiplex functions by 
scheduling the n VC-procedure controllers and di­
recting the packets to the transmit buffers of 
level 2. Vice versa, packets waiting in the receive 
buffers of level 2 are lead to that VC-procedure 
control belonging to the appropriate VC of the 
packet. 

3.2 Assumptions 

For reasons of simple implementation of the model 
simplifying assumptions were made. The main one 
is that all levels are already initialized. That 
means level 2 is in the so-called active channel 
state and all n virtual circuits are in the data 
transfer phase. Hence, the dynamics given by the 
set-up and clear phases can be neglected. Further­
more, the bit-error probability of the FDX-line 
can be neglected and the receive buffers of level 2 
are infinite. Therefore, there is no constraint to 
implement the link access procedure control in 
full detail. The last point which should be notif­
ied in this context is that for all investigations 
the one-way propagation delay and the processing 
delays of the LAP-control as well as of level 1 
are added to one total propagation delay. 

3.3 Simulation 

This queuing model and the procedures recommended 
by X.25 are implemented in an event-by-event simu­
lation program in full detail with regard to the 
assumptions mentioned above. 
The program allows the free choice of a number of 
parameters, namely: 

number n of active virtual circuits 
window size w of each of the n virtual circuits 
mean value and type of distribution of inter­
arrival time of user-data (messages) for each 
of the n virtual circuits 
mean value and type of distribution of message 
length 1 of the user-data for each of the n 
virtual circuits 
total one-way propagation delay ~ 
transmission rate v of the FDX-line 
buffer sizes of the VC-transmit and receive 
buffers as well as of the transmit buffer of 
level 2 
processing delays in level 3, i.e. time t for 
passing a message to the transmit buffer, sin_ 
cluding packetizing of a message, and time t 
to transfer the packet from the receive buff~r 
to the VC-receive buffer, including the ex­
traction of the message. 

4. SIML~ATION RESULTS 

This chapter deals with the derived simulation re­
sults which allow a fast and accurate determination 
of performance characteristics of CCITT x.2S,such 
as: maximum throughput, mean transfer time, and 
throughput class. 

4.1 Maximum Throughput 

Ps first interesting performance characteristics 
the outcomes of a study on the maximum throughput 
will be presented. 
Fig.S and 6 show the maximum throughput behavior 
as a function of the essential parameters: message 
length 1, total propagation delay t p , number n of 
handled active virtual circuits, and window size w. 
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Fig.5: Throughput efficiency vs message length 
Global parameters: 

transmission rate v = 48 000 bit/s 
total propagation delay tp = 50 ms 

L3-processing delay ts = tr = 1 ms 

In Fig.S the maximum throughput for each virtual 
circuit is depicted as a function of the message 
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ler..gth l, i. e. the data field length of a data­
packet (see Fig.2). For reasons of simple presen­
tation the throughput, defined as information ~its 
per second, is normalized by the transmission 
rate v. 
The curves show the typical throughput behavior as 
they reach the absolute possible maximum throughput 
asymptotically with increasing message length which 
is, obviously, the channel capacity divided by the 
number n of virtual circuits. For smaller message 
lengths, the increase of the throughput is quite 
linear to the message length for a number of active 
virtual circuits n ~ S and a window size w=2 (see 
dashed lines with cross and square marks). This is 
due to the high transmission rate. 
Large message lengths enforce waiting times in the 
transmit buffer due to the greater offered load. 
This effect manifests itself in a beginning 
crookedness of the curve. For n=10, w=2 (dashed 
line wi th triangle marks) the offered load to the 
channel is high enough for the whole range of 
message lengths to cause waiting times which stop 
the linear increase of the throughput. 
The explanation of the throughput behavior for the 
interface with a window size w=7 is virtually the 
same (see bold lines in Fig.S). Increasing the 
window size w from 2 to 7 yields a substantial im­
provement of the throughput. However, it can be 
seen from the reference curves with w=2 that the 
impact of w=7 is more distinct for smaller message 
lengths. In Fig.S it can also be seen that for n=2 
and message lengths 1 ~ 200 bit the improvement of 
the throughput is of the same factor 3.S as the 
increase of the window size from 2 to 7. Therefore, 
it is obvious that in this range of message lengths 
the window mechanism of level 3 will be the bottle­
neck of the system. 
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Fig.6: Throughput efficiency vs propagation delay 
relative to data-packet transmission time 
Global parameters: 

transmission rate v = 48 000 bit/s 
message length 1 1 000 bit 
data-packet transm.time ti = 22.3 ms 
L3-processing delay ts = tr = 1 ms 

Fig.6 ShO>-lS the maximum throughput of information 
bits per second for each virtual circuit as a func­
tion of the total propagation delay tp relative to 
the data-packet transmission time t i . For reasons 
of clarity the message length 1 and the number of 
overhead bits of the data-packets are held constant 
at 1000 bit and 72 bit, respectively. 
Considering first the case window size w=2 (dashed 
lines) one can see that the throughput reduction 
increases with growing propagation delay tp' The 
reason for this effect is that, due to the longer 
propagation delays, lack of acknowledgments Lor 
proceeding the upper window edge occurs, and, there­
fore, the window-stops happen more often resulting 
in a throughput reduction. 
The bold lines in Fig.6 reflect the improvement of 
the throughput in the case window size w=7. As de­
picted in the diagram, the values of maximum 
throughput do not become better when enlarging w 
from 2 to 7 in the range of t p/ti<0.2 . In this 
range even for a window size w=2 acknowledgments 
are received right in time to proceed the upper 
window edge just before window-stops occur. There­
fore, increasing of w does not improve the through­
put. 
In contrast to this, the choice of w=7 effects a 
great enlargement of the throughput for propagation 
delays within the range of tp/ti~ 0.2 . Because of 
the greater \,lindow the probability to receive an 
acknowledgment before a window-stop happens is 
greater as in the case w=2. A little throughput re­
duction increases only in the range of tp/ti> 1 for 
n=2 and for tp/ti> 2 in the case n=S. In case of 
n=10 and w=7 the increase of ~/ti has generally 
no influence on the behavior of the throughput. 

4.2 Mean Transfer Time 

Further characteristic performance results are the 
outcomes for the mean transfer time which is de­
fined as time a message spends in the system bet­
ween arrival at the VC send buffer of the DTE(DCE) 
and departure at the correspondent VC receive buffer 
of the DCE (OTE) . 
In Fig.7 and 8 the behavior of X.2S with respect to 
the total channel load as well as to the mean trans­
fer time is plotted as a function of message length 
1, number n of virtual circuits, window size w, for 
a constant offered load 
Fig.7 shows the total channel load, defined as bits 
per second transmitted over the physical channel of 
level 1, relative to the transmission rate v as a 
function of the message length 1 on condition that 
the total offered load to the system is held con­
stant at j = 0.6. The offered load is defined by 
j= (n . ~·l)/v, wherelis the arrival rate of mess­
ages for each virtual circuit. For reasons of clar­
ity it should be emphasized that all bits, such as 
bits of a data-packet, bits of a supervisory-packet 
as well as overhead bits, contribute to the total 
channel load. 
As shown in the diagram, the curves intersect in 
wide ranges the line of 0.6 in all cases, except 
n=2,w=2 (dashed line with cross marks). Only for 
this case the curve will be close to tile value of 
0.6 for all message lengths 1 ~ 1000 bit. This be­
havior is enforced by the small window size w=2. 
In all other cases the intersection of the curves 
.. ;i th line 0.6 is due to 'che enlarged number n of 
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virtual circuits and/or window size w as well as 
to the effect that on the average one additional 
supervisory-packet will be transmitted over the 
channel per data-packet. This means that 72 over­
head bits and 72 bits of a supervisory-packet are 
transmitted per message, additionally. It is obvi­
ous that for small message lengths the offered 
load of information bits is low due to the rela­
tively large total overhead (144 bits). Hence, the 
curves cross the line 0.6 necessarily. For greater 
message lengths the relative total overhead de­
creases and all curves reach the line 0.6 asympto­
tically. Therefore, -the curves have a maximum in 
between. 
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This behavior could be explained from the results 
of Fig.7: when enlarging the message length the 
total channel load decreases for n=10 virtual cir­
cuits, whereas the channel load still increases 
for the cases n=5 and n=2. Therefore, the mean 
transfer time for n=10 yields to values essentially 
below those belonging to smaller message lengths. 
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Fig. 8: Mean transfer time vs message length 
Global parameters: 

100 300 1000 3000 10000 

transmission rate v = 48 000 bit/s 
constant offered load ~ = 0.6 

• 
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Fig. 7: Total channel load vs message length 
Global parameters: 

transmission rate v = 48 000 bit/s 
constant offered load j = 0.6 
total propagation delay tp = 50 ms 
L3-processing delay ts = tr = 1 ms 

Further two effects can be read off from Fig.7. 
First, as it is demonstrated by the curve of n=5, 
w=7 and n=10, w=7 (bold line with square and tri­
angle marks) the channel will be saturated, i.e. 
total channel load = 1.0, for smaller message 
lengths. This is due to the relatively high total 
overheads of each of the n virtual circuits. 
Secondly, the diagram shows the bottlenecks of the 
system X. 25: for smaller packets (1 ~ 100 bit) the 
window mechanism will be the bottleneck in the 
case of n=2. Enlarging the window size w by the 
factor of 3.5, i.e. from 2 to 7, the total channel 
load also increases by the same factor. 
In the cases of n > 2 and w=7 the physical channel 
will be the bottleneck. This is shown by the curres 
for n=5,w=7 and n=10,w=7, as they reach the value 
of 1.0 for message lengths 1 ~ 100 bit. 

In Fig.S the mean transfer time is depicted as a 
function of the message length 1 on condition that 
the total offered load is held constant at .9=0.6. 
In case of w=2 and with increasing message lengths 
up to 100 bit the mean transfer time remains near­
ly constant. When still enlarging the message 
length the curves show characteristic minima. 

total propagation delay tp = 50 ms 
L3-processing delay ts = tr = 1 ms 

The same behavior can be seen from the curve of 
n=5,w=2 as well as n=2,w=2. The mean transfer time 
for these cases will decrease for values 1 ~ 300 bit 
and l'> 1000 bit, respectively. When still enlarg­
ing the message length all curves will increase 
once more. This effect is due to waiting times 
which now appear in the send buffers. Hence, the 
curves with w=2 will have a minimum. 
The behavior of the mean transfer time for the case 
w=7 is principally the same (see bold lines). When 
regarding Fig.7, one can see that in the range 
1 ~ 100 bit the total channel load for n=2,w=7 is 
quite below the curve of n=5,w=7 and n=10,w=7. 
With respect to this result it is clear that the 
mean transfer time for n=2,w=7 has lower values 
than in the cases n=5 and n=10. 
By means of the facts that both cases n=5 and n=10 
yield to a total channel load equal to 1.0 as well 
as that the arrival rate for n=5 is twice the arri­
val rate for n=10 it is obvious that the mean trans­
fer time for n=5 is half the time for n=10. 
Enlarging of the message length yields to a de­
crease of the channel load and, therefore, the mean 
transfer time begins to drop in the same manner as 
mentioned above. The reasons of the second increase 
of the transfer time are the same as described in 
the case w=2. Hence, in case of w=7, the curves 
show characteristic maxima as well as minima. 

The next plot, Fig.9, shows the behavior of the 
mean transfer time as a function of total offered 
load 9, number n of virtual circuits and window 
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size w. Contrary to Fig.7 and 8, the message 
length 1 is held constant at 1000 bit, and the 
offered load ranges from 0.1 up to 1.0. 

- 6 -

For reasons of simple presentation, only the cases 
n=2 with w=2 and w=7 as well as n=5,w=2 have been 
plotted. The other cases show negligible deviations 
to the curve of n=5,w=2. 
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Fig.9: Mean transfer time vs total offered load 
Global parameters: 

transmission rate v = 48 000 bit/s 
message length 1 = 1 000 bit 
total propagation delay tp = 50 ms 
L3-processing delay ts = tr = 1 ms 

• 

The curve of the mean transfer time for the case 
n=2,w=2 (dashed line with cross marks) shows only 
small rise when increasing the offered load up to 
a value of 0.5. This effect is due to waiting times 
in the VC send buffer enforced by the small window 
size w=2. When choosing a value for the offered 
load of about 0.6 the curve shows a characteristic 
increase. The reason for this effect is that for 
offered loads in range~ 0.6 the window mechanism 
will be the bottleneck which means that in this 
range loss of messages will occur. Therefore, a 
message being accepted by the VC send buffer has 
to wait very long before it is transmitted across 
the interface. These long waiting times lead to 
the sharp bent. 
Opposite to case n=2,w=2, the sharp increase at 
point 0.874 in the case of n=5,w=2 is due to a 
saturated channel. The value of this boundary can 
easily be found taking the total overhead (see 
notes to Fig.7) into consideration: one message 
of 1000 bit leads to 1144 bit on the channel on 
the average. Hence, the offered load will be en­
larged by the factor 1.144. With respect to a 
saturated channel it follows: .fl max=-1.0/1.144=0.874. 
Values of ! higher than this margin will lead to 
loss of data which is reflected in the sharp bent 
of the mean transfer time. 
The last curve of the diagram to be discussed is 
that of n=2,w=7 (bold line). These results reflect 
the real improvement for the mean transfer time in 
the case of a greater window size. The global be­
havior of the transfer time is just the same as in 

the case n=5,w=2: small increase for enlarged 
offered loads as well as the sharp bent at point 
0.874. 

4.3 Throughput Classes 

The two diagrams in this part of the paper, Fig.10 
and 11, are dedicated to administrations and users 
as a tool for the default throughput class assign­
ment or for the throughput class negotiation, re­
spectively. 
With the help of these plots the maximum through­
put and hence, the appropriate throughput class 
can be determined easily as a function of the spe­
cified parameters, or vice versa. 
These two graphs show the typical results for the 
throughput characteristics (for comparison see 
Fig.5 and 6) as a function of the essential para­
meters such as message length 1, propagation delay 
t p , number n of virtual circuits and window size w. 
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Fig. 10: Throughput class as a function of message 
length, number of virtual circuits and 
window size 
Global parameters: 

transmission rate v = 48 000 bit/s 
total propagation delay tp = 50 ms 
L3-processing delay ts = tr = 1 ms 

In Fig.10 the maximum throughput of information 
bits per second for each virtual circuit is de­
picted as a function of the message length 1. 
Opposite to Fig.5 the throughput is not relative 
to the transmission rate. Hence, the results are 
of dimension bit/so For reasons of simple inter­
pretation and easy determination, the ranges of the 
throughput classes as recommended by CCITT X.25 
are drawn on the vertical axis of the diagram. 
Some examples are to underline the advantage of 
this presentation. 
If n=2 virtual circuits with window size w=2 (see 
dashed line with cross marks) and message lengths 1 
of about 1000 bit should be handled the throughput 
class 19 200 bit/s must be established at the in­

terface. Even if transmitting only messages with 
lengths 1=500 bit, the throughput class 9 600 bit/s 
has to be set up. For larger message lengths, 
1> 3 000 bit, even the highest throughput class 
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48 000 bit/s must be established. 
The determination of the correspondent throughput 
class to all other possible combinations of n, 1 
and w follows the same line. 

- 7 -

On the other hand, if the throughput class is 
given, e.g. 4 8ac bit/s, the interface could handle 
n=10 virtual circuits with 1= 1000 bit and w=2 or 7 
without any reduction of the possible throughput. 
If only 5 or 2 virtual circuits were to be set up 
in this case, a sharp throughput reduction were the 
consequence if there is no possibility to change 
the throughput class to 9 600 bit/s or 19 200 bit/s, 
respectively. 

1 
THROUGHPUT CLASS (BIT/SEC) 

§! I 
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• n = love -------t(", ~ 
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PROPAGATION DELAY 
DATA - PACKET TRANSMISSION TIME 

Fig.ll: Throughput class as a function of propa­
gation delay relative to data-packet 
transmission time, number of virtual 
circuits and window size 
Global parameters: 

transmission rate v = 48 000 bit/s 
message length 1 = 1 000 bit 
data-packet transm.time ti = 22.3 ms 
L3-processing delay ts = tr = 1 ms 

Fig.11 shows the maximum throughput of information 
bits per second for each virtual circuit as a 
function of the propagation delay t p , relative to 
the data-packet transmission time ti. The main 
difference to Fig.6 is that the throughput is not 
relative to the transmission rate. For the same 
reasons as mentioned to Fig.10, the vertical axis 
is intersected by the ranges of the correspondent 
throughput classes. Hence, throughput classes 
could be determined easily for given parameters, 
or vice versa. 
Some concluding examples shall demonstrate the use 
of this diagram. 
In case of handling n=2 virtual circuits with 
window size w=2 (dashed line, cross marks) and 
total propagation delay t~=22.3 ms, i.e. tp/ti=l.O, 
there is a need to establ~sh the throughput class 
19 200 bit/s at the interface. In case of shorter 
delays, e. g. t p / ti < 0.2, the highest class 48 000 
bit/s has to b e set up. For very long delays, i.e. 
tp/ti > 4, it will be expedient to establish the 
next lower throughput class 9 600 bit/so 

Appropriate throughput classes to all other 
possible constellations of the parameters n, 
wand tp/ti can be determined easily in the same 
manner. 

5. CONCLUSION 

The main contribution of this paper is to show 
coherences between essential performance charac­
teristics of CCITT X.25 such as maximum throughput 
as well as mean transfer time and the window flow 
control mechanism with variable window size w. 
It has been demonstrated that the implementation 
of a higher value of w leads to obvious improve­
ments of the performance in the following cases: 

number of active virtual circuits n <10 
mean message length 1 ~ 1000 bit 
propagation delay tp relative to data-packet 
transmission time ti in the range of tp/ti > 0.5 
total offered load ~ > 0.5 

A second major intention was to give administra­
t ions and users an easy and usable tool for the 
throughput class assignment and for the throughput 
class negotiation. Some examples were shown how to 
determine the correspondent throughput class to a 
given combination of n, 1, wand tp/ti and vice 
versa. 
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Q.l 

1. 

2. 

A.l 

(P. Pawlita) 

What distribution types ' are supposed for message-le~nth 
and interarrival times of user data. 

Does a single virtual circuit in your model permit simultaneous 
me~sage transfer ' in both directions? 

(W. Dieterle) 

To the first part of your questions I shall mention that . 
all published results are obtained with constant message length 
distributions as well as constant interarrival times distributions. 
Of course, there is. the possibility to obtain results with 
all other standard distribtions for message length and 
interarrival time such as, exponential, evlaupial and hyper 
exponential. ' 

The answer' to the second part of your ques~ion will be: 
in my simulation model all handled, and active virtual circuits 
are b,idirectional associations which means that for each 
virtual circuit a full-duplex message transfer occurs. 

Inaddi tio~ to your question let,~ . .me __ -gi'¥e ':::,the :: fOllolli:gg :::·~e.ma~k: 
All results published in my paper are obtained with full-dup,lex 
virtual circuit connections with independent distributions for 
me~sa,ge legnths and interarrival times at the DTE as well as 
at - the DCE.:: 


