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Abstract
ATM switches have to provide traffic management functions to meet the QoS require-
ments of different service categories. Among the traffic management functions we will
focus on connection admission control (CAC) and priority control in this paper. Besides
the mechanisms and algorithms behind these functions the issue of application to a con-
crete architecture of an ATM multi-service workgroup switch is emphasized.

For CAC a new method is proposed that is based on a simple approximation of the
effective bandwidth. The difficulties occurring if connections with different parameters
are mixed together are solved by handling CBR traffic separately and dividing the
parameter space for VBR connections into several regions. Within the VBR regions the
linear method is applied while for connections associated to different regions a reduced
service rate is considered.

The performance of both the priority control mechanisms and the CAC method is
evaluated using analysis and simulation.
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1 INTRODUCTION

Traffic management in ATM switches comprises several functions which act at all lev-
els from cell level to connection level in order to make sure that the Quality of Service
(QoS) requirements are met for all connections carried by the switch. Traffic manage-
ment becomes especially demanding if traffic ranging from video conferencing over
interactive applications like the World Wide Web (WWW) to bulk data transfer has to
be handled by a switch with minimal interference between different traffic streams.

Video conference connections have stringent requirements in terms of delay and cell
loss ratio which can only be fulfilled if the service rate closely matches the rate of the
offered traffic. Data traffic, however, is very elastic in that it is not sensitive to delay and
can be served at any rate the switch can provide. Of course, large buffers are needed to
store bursts until they obtain service. Interactive applications like WWW generate traf-
fic that is somewhat elastic but users naturally prefer short response times. Hence, the
service rate for these connections should approximately follow the demand. The large
spectrum of traffic characteristics and QoS requirements has led to the definition of five
ATM service categories (CBR, rt-VBR, nrt-VBR, ABR, UBR) by the ATM Forum
(1996) which largely correspond to the transfer capabilities specified by the ITU (1996),
and the discussion about new categories is still ongoing.

The key areas of traffic management are connection admission control (CAC), usage
parameter control (UPC), and priority control in the switching hardware, all of which
have been extensively studied since many years (Kroner, 1995). Quite often, however,
only one particular aspect is investigated and described in detail, whereas other parts of
the system are neglected or approximated by some simplifying assumptions. In this
paper, we concentrate on the ensemble of traffic management functions of an ATM
Multi-Service Switch (MSS) which supports all traffic categories defined by the ATM
Forum.

The next chapter presents the switching architecture of the ATM MSS and the priority
control functions implemented in the system. Section 3 focuses on the CAC function of
the MSS which takes into account that multiple service categories have to be supported.
Results of both cell level simulations of the system and analytical as well as simulative
investigations of the CAC are presented in Section 4.

2 SWITCHING ARCHITECTURE
2.1 Overview

The ATM MSS uses a folded bus as its switching fabric to which different types of units
are connected (Figure 1). The bus is used for transmitting both user data and switch-
internal control information. The main call processing functions are located on a Control
Unit (CU), whereas terminal equipment is connected to Port Units (PU). Two types of
PUs are currently defined: the PU25 contains twelve 25 Mbit/s ports, the PU155 has
four 155 Mbit/s ports.

An ATM MSS consists of up to 16 units which share the bus with a total capacity of
1.6 Gbit/s (switch internal cells have a length of 56 octets).

All units are connected to the bus through the Bus Access Controller (BAC) which is
realised as an ASIC. The BACs together with the bus implement the ATM layer in the



MSS. Physical layer chips and AAL chips exchange cells with the BAC via a standard
Utopia interface (ATM Forum, 1995). The total capacity of this interface is 400 Mbit/s.

The input part of the BAC contains a small input buffer for 20 cells as well as control
logic for a much larger External Input Buffer (EIB). An output buffer holds approxi-
mately 100 cells after the transfer via the bus until they can be forwarded to their desti-
nation ports. Rate matching buffers with small capacity for every port complete the
picture of the queueing model. The resulting model of the ATM MSS, as it has been
used for simulations, can be found in Figure 2.

The ATM MSS belongs to the class of ATM switches with buffers on both the input
and output sides. The bus which implements the switching fabric is a shared resource,
which means that blocking may occur when it is occupied by another unit.
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Figure 1 Internal switch architecture

2.2 Bus Access

Access to the bus is determined by a distributed bus access protocol which is imple-
mented by the BAC. The bus consists of a data bus and a separate control bus used par-
allel to the data transmission in the current slot to determine the PU which will obtain
the next slot. All BACs with a cell to send compete for the next slot by sending their unit
identifier on the control bus. The PU with the dominant identifier receives back its own
identifier and hence knows that it is allowed to use the next slot.

Fairness is ensured by a credit mechanism. Each PU uses one credit per transmitted
cell. When the credits are exhausted, it may no longer compete for time slots. The unit
continues to observe the control bus and regenerates a number of credits when it detects
that no unit competes for the next slot which means that the other PUs either have no
cells to send, or their credits are exhausted.

A compromise has to be found for the number of credits to regenerate. On one hand,
the number of credits has to be small to limit the cell delay variation as well as to mini-
mise the risk of cell loss. On the other hand, a larger number of credits reduces the over-
head caused by the slot which is lost when all PUs regenerate credits. A good
compromise is to generate in the order of 10 credits per PU for each cycle. Note that dif-
ferent credit values may be assigned to the PUs in order to prioritise some of them.



The BAC also implements a backpressure (BP) mechanism which avoids cell loss if
the output buffer is occupied. In this case, the receiving BAC signals that it could not
store the cell. The sending BAC then keeps the cell and schedules it for retransmission.
Head-of-line blocking is avoided by a service discipline which is not strictly first-in,
first out. Up to six cells at the head of the buffer can be considered for transmission on
the bus, such that cells waiting behind blocked cells can be served in the meantime.
Blocked cells are discarded after a number of failed transmission attempts.
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2.3 Priority Control

The purpose of priority control is to ensure that each service category obtains its
required QoS. In the ATM MSS, priority control applies to both cell loss ratio and cell
transfer delay.

On the input side of the BAC, UBR and ABR cells are immediately forwarded to the
EIB which can store at least 2048 cells. The control logic for the EIB implements partial
buffer sharing (Kroner et al., 1991) between ABR and UBR, such that UBR cells are
discarded if the occupancy of the EIB becomes high while ABR cells can use the
remaining buffer space. The control logic retrieves cells from the EIB only if the occu-
pancy level of the input buffer drops below an adjustable threshold, hence VBR and
CBR cells are prioritised.

The output buffer of the BAC implements three logical queues with statically
assigned service priorities. CBR and rt-VBR cells are always served first in order to
minimize their transit delay, then nrt-VBR and ABR cells, and finally UBR cells. More-
over, a pushout mechanism is implemented which discards a UBR cell if a cell having
higher priority arrives from the bus. Thus the backpressure mechanism across the bus is
activated only if the output buffer is completely occupied by VBR, CBR and ABR cells.
The number of transmission attempts is configurable per service category, and the
number is usually limited to one attempt for UBR cells because it doesn‘'t make sense to
keep UBR cells for retransmission if the load is already that high that the output buffer is
completely occupied.

While the mechanisms described above are sufficient for prioritising VBR and CBR
within a PU, they cannot effectively limit the amount of bandwidth on the bus that ABR
and UBR traffic from other PUs can occupy. An enhancement of the bus access protocol
ensures that the CAC can allocate a significant share of the bus capacity to VBR and
CBR connections and that the capacity for this traffic can be guaranteed. Of course the
administrator can limit the share of the bus capacity that the CAC allocates to VBR and
CBR traffic.

The BAC implements two logical queues in the input buffer, one for VBR and CBR
cells, the other for UBR and ABR. VBR and CBR cells always have higher priority, and
the BAC competes for a slot if the credits are not exhausted. UBR and ABR cells are
considered for transmission only if at least a certain number of credits are left, since part
of the credits per cycle are reserved for the transmission of VBR or CBR cells. The
number of credits per cycle that UBR or ABR cells may use can be limited to one by set-
ting the limit to the same value as the number of credits to regenerate per cycle. In this
case at least 80 percent of the bus capacity can be guaranteed for VBR and CBR traffic.

3 CONNECTION ADMISSION CONTROL
3.1 Requirements

Connection admission control (CAC) has to determine whether a new connection setup
request can be accepted or should be rejected. This decision is based on the constraint to
meet the negotiated QoS requirements of all existing connections as well as of the new
connection. Another desirable goal is to allow for a statistical multiplexing gain, i.e. an



efficient CAC method should accept as many connections as possible without violating
any QoS guarantees.

CAC is performed as part of the connection setup process and generally runs as a soft-
ware module on a switch control processor. Therefore, further evaluation criteria of
CAC algorithms are processing time and memory requirements as well as the imple-
mentation and integration effort. As setup times and control processor load must be lim-
ited, time consuming and complex CAC algorithms are not appropriate for real systems.

The main focus of CAC is on guaranteed traffic, namely CBR and VBR connections
and the minimum cell rate (MCR) share of ABR connections. Among that type of traffic
statistical multiplexing is only possible for VBR connections. UBR connections are not
necessarily controlled by CAC because they cannot influence the performance of other
service categories due to priority-based buffer control mechanisms of the switch. The
presented system, which is desgned for a workgroup environment, needs a CAC algo-
rithm that is reasonably efficient but inexpensive with regard to processor resources.

Finally, a CAC algorithm has to be robust and should therefore not rely on a descrip-
tion given by the user but make a worst-case assumption according to the parameters
negotiated during connection setup and monitored by the UPC function. Additionally
the CAC may use measurements taken in the switch (e.g. for the actual mean rate of a
connection) to improve effectiveness (Kroner et al., 1994; Antunes et al., 1997).

3.2 Classification and Characteristics of CAC Methods

Almost all CAC methods concentrate on the cell loss ratio (CLR) as the most crucial
QoS parameter. Some algorithms also take into account delay requirements, e.g. the one
presented by Antunes et al. (1997). However, this is not necessary here, as a limitation
of transfer delay is guaranteed by the switch architecture with small buffers for real-time
traffic and appropriate priority control mechanisms.

The CLR-based CAC methods make use of the results for the cell loss probability in
an ATM multiplexer. Cell losses may occur due to congestion on cell level or on burst
level. The cell level effects can be quite well described by an M/D/1-(S+1) model (Hui,
1988). The evaluation of this model shows that for a buffer size in the order of 50-100
cells the load should not exceed a value of about 85%. This result can be taken as a sim-
ple approximation to characterize the cell level effects.

For the characterization of the burst level effects two types of multiplexing strategies
can be distinguished: rate envelope multiplexing (REM) considering the multiplexer to
be bufferless and rate sharing where buffering is used to share the available rate among
the connections (Roberts et al., 1996).

The switch described in Section 2 does not provide large buffers for VBR traffic
which would be mandatory for queueing bursts. Therefore, in the following we will
focus on the REM paradigm only. For this strategy the cell loss proballity is given
by only considering the overload states where the aggregate rate
R(1) = Ry(t) +... + Ry(t) of all N connections exceeds the service i@te

_ E[(R(H-C)"]
B = E[R(Y] (1)

This leads to a convolution of the rate distributions of the single connections. We
assume on-off traffic sources with parametars (mean ratehand  (peak rate). In the



homogeneous case where all sources have the same parametersh and the convolu-
tion simplifies to a binomial distribution:

1 C oNO mN
B=-5nD > GiothoH-pg  Lith-o). )
i=[C/h]+1

CAC methods which directly use the cell loss probability result have to evaluate the
convolution or binomial distribution in real-time. Each time a new connection request
occurs, the cell loss probability including the new connection must be computed and
compared with the CLR objective. As this is a very time-consuming task for larger val-
ues ofN , using effective bandwidths appears to be an appropriate method.

The idea is to calculate an effective bandwidth  for each connection, so that the
CLR requirements are met as long as the following equation holds:

ZCi <C ®)

The difficulty here is, however, to find an appropriate expression for the effective
bandwidth. In the case of homogeneous on-off sources a solution can be obtained by
numerically inverting equation (2) to find the largest number of connectféns  main-
taining a cell loss probability still below the CLR objective. The effective bandwidth is
then givenbyc = C/N .

Various approaches have been proposed that give an approximation of the effective
bandwidth (Guérin, 1991; Kelly, 1991; Lindberger, 1991; Lindberger 1994, Sykas et al.,
1992). Among them the solution presented by Lindberger (1994) which is also
described in (Roberts et al., 1996) is promising as it yields a simple formula for comput-
ing the effective bandwidth based on the source paramsters hand , the serviCe rate
and the CLR objectiv®

almd1+ 3k O1-m/h)), z< min(1, h/3m)
c=ppamdl+3F2O1-m/h), 1<72<h/3m 4)
Ea[h, otherwise
logB -2 HogB

with a = l_ﬁ andz = C/h

In Figure 3 the results of this approximate formula are compared with those obtained
by numerically inverting the binomial distribution. The approximation matches quite
well at least in the region of large values@f h . Figure 3 also reveals that the effective
bandwidth approaches the mean rate with increasing service rate. The multiplexing gain
which can be expressed Ity = h/c  increases with the servicedrate  up to the bursti-
nessh/m of the source.

While in the homogeneous case the maximum number of connections that can be
accepted only depends on the source parameters and the service rate, it is also influ-
enced by the actual traffic mix in the heterogeneous case. This can be described by a
multi-dimensional acceptance boundary. The typical shape of such a curve is concave.
That means the effective bandwidths are higher compared to the homogeneous case if
connections of different types are mixed together.



The acceptance boundary may be linearly approximated by assuming that the effec-
tive bandwidths are independent of the traffic mix. For this approximation the accept-
ance region is specified by the condition

N, [t;(my, hy, C, B) + N, [&,(my, hy, C, B) < C (5)

whereN; andN, are the number of type 1 and type 2 connections, respectively. The
effective bandwidthx; and, correspond to the values at the intersections with the
axes. They can be computed either exactly or using an approximation, e.g. Lindberger's
formula.

The linear approximation is quite good if the parameters of the source types do not
differ too much. However, if for example CBR connections are mixed together with
very bursty VBR connections the divergence of the acceptance boundaries is considera-
ble (Figure 4). That means the linear approach underestimates the cell loss probability in
a non-negligible way.
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3.3 Effective Bandwidths for Heterogeneous Traffic

As described in the previous section the linear CAC method is a simple and reasonably
exact approximation as long as the multiplexed sources are not too different. Therefore
the first idea is to separately handle CBR traffic (including also the MCR share of ABR
connections), which causes most of the difficulties when put together with bursty VBR
traffic, and to apply the linear method only to VBR connections.

For the computation of the effective bandwidth of a VBR connection with mean rate
m;, and peak ratd,  a slightly modified version of Lindberger's formula is used where
the effective bandwidth is limited th; . Instead of the full service 1@te  a reduced rate
C,eq = C—C,pgisgiven as parameter with -z,  being the aggregate bandwidth of
all CBR connections. Simply reducing the capacity available for VBR connections leads
to an overestimation of the VBR loss probability as then the CBR traffic is assumed to
be loss-free. This can be corrected by a modified CLR objective

~ . M +M
80 - B_VBR CBR (6)

MVBR



as parameter in the effective bandwidth formWé-gr ~ aMgs are the aggregate
mean rate of the CBR and VBR connections, respectively.

Partitioning the service rate into a VBR and a CBR share allows to handle the
extremely concave behaviour in the acceptance boundary caused by CBR traffic. How-
ever, among the VBR connections there might still be differences which cause similar
effects. Therefore, partitioning is extended to VBR connections by dividing the VBR
source parameter space inko regions. An example with four VBR regions distin-
guished according to different values of burstiness and mean rate is depicted in Figure 5.
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Figure 5 Example of VBR partitioning with four regions

The linear CAC method is now applied to connections of different types belonging to
the same region. On the other hand, if two source types are located in different regions
andj , areduced service rad:‘qedl i is taken as a parameter for the effective bandwidth
formula for connections in regian

K

Creq,i = C—Ccar= Y Curk )
k=1
K#i
The service rate is reduced by the aggregate CBR bandwigiy and by the aggre-
gate effective bandwidths of all VBR connections associated to regions different from
A correction of the CLR objective corresponding to equation (6) is also performed:

N Myver kt Mcar
B0 = B T @)

An alternative approach defined by Villen-Altamirano and Sanchez-Canabate (1997)
is to subtract only the aggregate mean rates of the VBR connections in the other regions:

K

Credi = C—Ccar™ D> Myer ke 9)
=]
K|



The partitioning of VBR sources into different regions depends among other parame-
ters on the link rate and the application types using the system. Therefore it is a difficult
task to find an optimal partitioning strategy. In general, it is important to keep the
number of regions as small as possible to maintain efficiency on the one hand and to
assign very different VBR sources to different regions on the other hand.

3.4 Proposed CAC Algorithm

If equation (7) is applied, variablesCcgr Mcgr  Cypr k ani,, 5
(k = 1, ..., K) have to be provided by the CAC. When a VBR connection request with
parametersn,.,, an,., arrives the following procedure is performed:

1. Determine the regiok, ., for the new connection by evaluating, hang

2. (C;;Jmpute the reduced service réig, 4 Ko for rediqn,, according to equation

3. Calculatelf%KD"ew applying equation (8).

4. Compute the effective bandwidth,.,, = c(Myey Nnew Creq k., IABEEW) using
Lindberger's formula.

5. If Chewt CcarY CVBR < C accept the connection, refuse it otherwise.

6. If the connection could be accepted, updaigr Mydr k k=0 ....K ).

The parameter$, ,,, anoh, .. of a VBR connection correspond to the negotiated
traffic contract parameters PCR and SCR, respectively. This rather conservative
approach has been chosen to guarantee robustness.

The update at the end of the acceptance procedure (6.) comprises the incrementation
of Mygr k., @ndCypRr k., BYMye, andc,., ,respectively, butitis also necessary
for the corresponding variables of the other regions. This is bec@yge BEnd
change if a connection in any other region is added or removed. So the effective band-
widths of all existing connections have to be recalculated and summed up for each
region to obtainC, g | . This procedure has to be done iteratively until the variables
CygRr k Converge to their exact values. In practice, however, it is sufficient to perform
only a few iteration steps. If a CBR instead of a VBR connection is set up, an update in
the same way is necessary.

If a connection with parameters, .,  ad,,  is removed, a procedure similar to
the one described above has to be performed. The effective bandwidth for the removed
connection is calculated and subtracted from@g 5 o value for the corresponding
region.Mygg | is reduced byn,.,, . Afterwards an update of@|zr |  variables
is performed inthe same way as for a connection setup.

As the effective bandwidth can be computed very fast with Lindberger's formula, the
update is not too time-consuming for a reasonable number of connections if an effective
implementation is used. Nevertheless, there is a trade-off between necessary processing
power and accuracy of the effective bandwidth calculation. It is justified to leave out
updates if the traffic mix has not changed too much since the last update, i.e. if the
Cygr k show only moderate fluctuations. An appropriate solution is to carry out the
update calculations not for every connection arrival or departure but in regular intervals,
either timer-triggered (e.g. every 30 seconds) or on a counter basis (e.g. after every 10
setup or release requests).

-10 -



3.5 Application to the Switch Architecture

The CAC algorithm presented in the previous section is applied to several locations in
the switch. The local bus is shared by all connections. Here the largest multiplexing gain
can be achieved due to the high bus service rate. Furthermore, CAC is necessary at the
25 Mbit/s and 155 Mbit/s output links. For each output link in the system a dedicated
CAC entity using the presented algorithm has to be provided.

Additionally, an overload can occur at the Utopia interface on the input as well as on
the output side of the switch if PUs with four 155 Mbit/s ports are used. However, here
the maximum aggregate input rate exceeds the service rate of the Utopia interface only
by a factor of about 1.6 so that statistical multiplexing is very limited. Therefore peak
rate allocation is more appropriate than a more complex CAC algorithm at this location.

The CAC controlling the traffic over the bus must also take care of UBR traffic. As
shown in Section 2 the influence of UBR traffic may be reduced by adapting the credit
mechanism but it cannot be completely avoided. UBR cells consume a share of the bus
bandwidth which heavily depends on the configuration and the traffic pattern. This
effect is considered by a limit for the bus bandwidth that can be allocated by the CAC
for CBR/VBR traffic. The limit depends on the number of units in the ATM MSS and
the number of credits that are regenerated in each cycle. The limit can be further reduced
if the operator wishes to reserve a larger proportion of the bus bandwidth for UBR/ABR
traffic.

4 PERFORMANCE EVALUATION
4.1 Switch Architecture

The switch architecture presented in Section 2 has been extensively evaluated using a
simulation program based on the queueing model depicted in Figure 2. Only some
issues can be addressed in this paper. We will concentrate on effects related to the credit
mechanism controlling bus access while investigations about buffer dimensioning and
validating the buffer control strategies shall be omitted here.

As described in Section 2.3, the credit mechanism had to be changed to prioritise
CBR/VBR cells at the bus and to reduce the influence of ABR/UBR traffic. If 10 is cho-
sen to be the maximum number of credits allocated to each PU, on average 10 CBR/
VBR cells per PU can be transmitted instead of one ABR/UBR cell. For a configuration
with 14 PUs half of them sending VBR traffic contributing 50% to the total offered load
while the other PUs only carry UBR traffic, the results depicted in Figure 6 have been
obtained. The total load offered to the bus is increased while maintaining the proportion
of VBR and UBR traffic unchanged. As soon as the offered load exceeds 1, the UBR
share of the bus bandwidth decreases linearly until it reaches saturation at a value of
1/ 11, which is directly determined by the number of credits each PU receives during
the regeneration cycle.

Obviously, limiting the bandwidth that ABR/UBR traffic may occupy to an even
lower value can be achieved by further increasing the maximum number of credits.
However, large values of the credit per PU may potentially lead to unfairness. Assuming
symmetric traffic from sources that are uniformly distributed over 14 PUs, we get the
results shown in Figure 7. For large credit numbers one can see that PUs with lower
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identifiers suffer much more from losses. This effect is due to the fact that a credit
regeneration in all PUs is performed if there is no BAC that has credits as well as cells in
its input buffer. If the maximum credit value is greater than the size of the input buffer,
PUs with lower identifiers cannot use up their credits because of the limited number of
cells that they can accumulate until they receive the right to send. PUs with higher iden-
tifiers, however, can make better use of their credits because they can immediately send
a newly arrived cell provided they still have credits. Thus, when credits are regenerated
the PUs with higher numbers usually have exhausted their credits whereas the PUs with
lower numbers still have credits but currently no cells to send. Hence the high priority
PUs receive a larger share of the bus bandwidth which in fact reduces their cell losses.
As a conclusion from that the number of credits is chosen to be in range of 10 to 20.

4.2 CAC Algorithm

The performance of the CAC algorithm presented in Section 3 heavily depends on the
traffic pattern, the service rate, the CLR objective and the definition of the VBR regions.
In the following we will concentrate on a traffic mix that consists of connections of two
different source types:

+ type 1 with parametensy, = 1 Mbit/g; = 2 Mbit/s and

+ type 2 with parametemsi,, = 1 Mbit/k, = 20  Mbit/s.

The CLR objective is chosen to Be= 10>  for all case studies.

If the parameters of the source types belong to different VBR regions, partitioning is
applied. The reduced capacity is calculated by either using effective bandwidths (equa-
tion (7)) or mean rates (equation (9)). In Figure 8 and Figure 9 the acceptance bounda-
ries of both approaches are compared to those obtained by the convolution method and
by peak rate allocation. For a service rate®f = 1.37 Gbit/s referring to the net trans-
mission rate of the bus, the partitioning curves are rather closely tied to the ideal bound-
ary. Here an enormous improvement compared to peak rate allocation can be achieved.
For asmaller servicerate @ = 140 Mbit/s that results as a net rate of a 155 Mbit/s out-
put link the results are not that good. Partitioning yields acceptance boundaries that are
still much better than peak rate allocation but quite far away from the ideal curve. How-
ever, this is not only the effect of partitioning but also of using Lindberger's effective
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bandwidth approximation formula, as can be observed from the deviation at the axes
intersections.

Comparing the two partitioning approaches one can see that the acceptance boundary
for the method using aggregate mean rates for reducing the entire capacity is always
closer to the ideal curve, especially for smaller service rates. However, this algorithm
may be too optimistic if the raticC/h is further reduced (Villen-Altamirano and
Sanchez-Canabate, 1997). Furthermore, the effect of being quite conservative by using
equation (7) may be compensated by the linear approach applied within the VBR
regions.

As mentioned in Section 3.4, the update at the end of the acceptance procedure may
be delayed in order to reduce the processor load caused by CAC. Two cases of perform-
ing an update only after every 10 and every 100 CAC procedure calls have been investi-
gated. Thereby the processor load which is mainly due to the update is reduced to 10%
and 1%, respectively. Simulation results in Figure 10 and Figure 11 show that the
acceptance boundary curve changes to an area consisting of states in which a connection
request either of a type 1 or a type 2 connection may be rejected. The rejection states
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have been collected from several simulations with different loads based on Markovian
arrival and holding-time processes. The number of observed rejection states increases if
the update rate is reduced. This is due to the fact that the effective bandwidth calculation
for a new connection has to rely on possibly out-of-date parameters for the reduced
bandwidth. Therefore the acceptance decision more and more depends on the random
walk produced by the connection arrival and release processes.

The effect of “spreading” rejection states is much heavier for the approach using
effective bandwidths for the reduced capacity calculation. An update rate of 1% would
be not acceptable as it may be even less effective than peak rate allocation. For the
method based on mean rates a very low update frequency may extend the acceptance
region beyond the ideal curve leading to illegal states. An update frequency of 10%
seems to be a good compromise for both CAC methods.

5 CONCLUSIONS

The design of traffic management functions for an ATM switch must precisely take into
account the internal switch architecture as well as QoS requirements, utilization targets
and implementation effort. Here an ATM Multi-Service Switch (MSS) for workgroups

is considered which is built of several port units that are attached to an internal bus. In
order to support all five ATM service categories, appropriate control functions are man-
datory which guarantee QoS objectives and can be realized with acceptable implementa-
tion effort.

Priority control has to ensure that access to switch resources is given according to
QoS requirements of different service categories. Especially the performance of the
credit mechanism for the bus access has been investigated by simulation. The results
confirm the ability of the protocol to limit the impact of ABR and UBR traffic on the
guaranteed services as CBR and VBR to an acceptable level. Furthermore, it has been
shown that fairness between different port units can be ensured by a proper setting of the
number of credits regenerated per cycle.

While CAC for CBR services becomes trivial (peak rate allocation), for VBR type of
traffic the effects of statistical multiplexing have to be taken into account. We found a
simple formula for the calculation of an effective bandwidth for each VBR connection
to be a good compromise between accuracy and implementation complexity. To over-
come the typical problems when applying the concept of effective bandwidths in hetero-
geneous traffic environments, a classification into VBR traffic regions is proposed. This
allows to consider the mutual influences between these regions by replacing the total
link capacity with the capacity which is effectively available for each region. Obviously,
this is a conservative approach but the performance study reveals that the deviation from
the ideal boundary is acceptable. Finally, the MCR portion of an ABR connection is
treated similarly to CBR, while UBR requests are never rejected.

The control framework comprising UPC, CAC and various priority control schemes
has been tailored to the internal MSS architecture. Together with some other control
functions which are not described in detail (e.g., backpressure mechanisms), the MSS is
equipped with powerful traffic management capabilities allowing to effectively support
a broad spectrum of applications and services.
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