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1 Introduction

The requirements of many applications and users are
no longer satisfied by the best-effort service of the cur-
rent Internet. Therefore a lot of research has been done
to find an architecture that provides quality of service
(QoS) in an appropriate manner. Two main streams
can be distinguished: reservation and prioritization.

Reservation of resources on a per-flow basis is used to
give deterministic or statistical guarantees related to
certain QoS measures. In the Internet community, this
solution is represented by the integrated services
(intserv) architecture using RSVP as a signalling pro-
tocol [3]. Similar traffic control functions are neces-
sary as in ATM networks.

In a pure prioritization approach only relative guaran-
tees are given. One can expect that flows belonging to
a higher priority class receive better performance than
those of a lower priority class (either in a deterministic
or statistical sense) but absolute values for the per-
formance parameters are not previously known. The
differentiated services (diffserv) architecture defined
in [2, 16] provides a framework for relative differenti-
ation of traffic classes which are identified based on a
set of bits in the IP packet header.

An appealing feature of diffserv is that it handles flow
aggregates thus avoiding per-flow state in the network.
There is no end-to-end signalling of traffic parameters
and QoS requirements at flow setup. Admission con-
trol is not required if only relative differentiation is
provided. The realization of a diffserv network

requires the definition of per hop behaviours (PHB)
implemented in the network nodes. The assured for-
warding (AF) PHB group [10] comprising four AF
classes with three drop precedence levels each and the
expedited forwarding (EF) PHB [11] have already
been specified.

An important issue in a diffserv network is to define
and manage PHBs so that an appropriate differentia-
tion is possible for all types of traffic. Non real-time
(elastic) traffic (e.g. WWW, file transfer, e-mail) is
usually based on TCP which enables applications to
adapt their sending rate in case of congestion. This
type of traffic needs a differentiation with regard to
throughput. Real-time traffic produced by applications
like voice over IP or video conferencing additionally
requires delay differentiation. As the requirements of
elastic and real-time traffic are different the basic
assumption in this paper is that both types are sepa-
rated on each output link within a diffserv node. Such
a separation is not unusual. The diffserv implementa-
tion SIMA (simple integrated media access), e.g., fol-
lows the same principle [14, 18].

The separation of real-time and non real-time traffic
leads to a hierarchical resource sharing architecture
(Fig. 1) which partly coincides with the AF approach.
Each type gets a share of the link bandwidth (
and , respectively) that can be adapted dependent
on the current load. Link sharing is realized by a fair
queueing scheduler, e.g. weighted round robin (WRR)
[12], self-clocked fair queueing (SCFQ) [9], or class-
based queueing (CBQ) [8]. Within the non real-time
traffic category an active buffer management strategy
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with different congestion level thresholds based on
random early detection (RED) [7] can be employed.
For real-time traffic, however, buffer management is
not sufficient to provide differentiation. Delay differ-
entiation is better realized by a scheduling mechanism
distinguishing several real-time classes.

The rest of the paper concentrates on finding a sched-
uling mechanism for the real-time classes that pro-
vides relative delay differentiation in an appropriate
manner. Section 2 discusses several existing alterna-
tives. In Section 3, a new scheduler is proposed that
assigns different deadlines to packets in different real-
time classes and enforces weighted deadline violation
probabilities. The performance of the scheduler is
evaluated in Section 4 using simulations.

2 Scheduling Algorithms for
Delay Differentiation

2.1 Static Priority Queueing

A simple form of providing delay differentiation is to
assign static delay priorities to different classes. In this
scheme, packets in class are not forwarded until all
queues with priority index greater than  are empty.

The static priority model, however, has several serious
drawbacks. First, under heavy load conditions starva-
tion may occur in lower priorities. Moreover, the
grade of differentiation between classes extremely
depends on the load and the load distribution. Finally,
a static priority scheme is not controllable as it misses
any tuning knobs which could help the administrator
to configure the system.

2.2 Fair Queueing

A different approach, which could be easily integrated
into the architecture shown inFig. 1, is to use a fair
queueing mechanism also for real-time traffic.
Increasing the weight of a class generally results in
better performance with respect to delay. However, it
is a complex task to find appropriate values for the
weights even in an ideal generalized processor sharing
(GPS) scheduler [21]. The differentiation has to be
significant on the one hand and the system should not
degenerate to a static priority multiplexer on the other
hand. This is a problem especially since the distribu-
tion of load on different classes, which is previously
unknown in a diffserv network, has a huge impact.

A solution could be an adaptation of the weights based
on online traffic measurements. A long term adapta-
tion, however, may result in lower performance of
high priority classes in short time scales [6]. On the
other hand, if the adaptation interval is small, the algo-
rithm has not much in common with fair queueing any
longer.

2.3 Mean Delay Proportional Schedulers

Recently, several schedulers have been proposed that
provide relative differentiation with respect to mean
delays [4, 6, 15]. In [4, 6] the well-known waiting time
priority (WTP) scheduler is shown to give a rather
exact proportional differentiation of mean delays in
both short and long time scales.

A disadvantage of this kind of schedulers is that they
are designed to provide delay differentiation based on
average delays. The performance of multimedia tools
like IP telephony applications will not so much depend
on mean delays but on the probability that the trans-
mission delay exceeds a certain threshold [1]. A WTP
scheduler also differentiates traffic with regard to the

Fig. 1 Hierarchical resource sharing architecture
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excess probabilities. But the ratio of the excess proba-
bilities obtained for different classes depends on the
load distribution and thus cannot be fixed by simply
adjusting the scheduling parameters.

2.4 Earliest Due Date (EDD) Scheduler

The EDD scheduler [13], also denoted as EDF (earli-
est deadline first), is a means to provide absolute delay
differentiation [5]. Each class is associated with a
delay bound . A packet of class arriving at time

receives a tag representing its deadline. The
packets to be forwarded are scheduled in increasing
order of their deadlines.

The EDD scheduler has usually been applied in con-
junction with per-flow reservation. In that case the
number of flows is restricted by admission control in
order to guarantee that the delay bounds are not
exceeded absolutely or at least with a certain probabil-
ity. For an analytic evaluation of the EDD deadline
violation probabilities in this context see [19].

If EDD scheduling is applied in a diffserv network
without admission control the property becomes
important that in a homogeneous traffic scenario the
probabilities of deadline violations due to congestion
are equal in all classes. This property holds independ-
ent of the total load and the load proportion of the dif-
ferent classes.

An additional option in operating an EDD scheduler is
to discard packets that exceed their deadline before
they enter service. This leads to a scheduling mecha-
nism called shortest time to extinction (STE) in [17].
The STE policy is especially appropriate for handling
real-time packets which become useless if they do not
reach their destination within a certain time interval.

3 Proposed Scheduler: WEDD

In this section, a new scheduler called weighted earli-
est due date (WEDD) is proposed. WEDD is an
enhancement to EDD in the sense that it not only pro-
vides different deadlines but also different deadline
violation probabilities. The violation probabilities
are weighted according to given weight parameters
such that

(1)

This generally results in better performance for a class
with lower weight parameter.

First, this gives better controllability to the administra-
tor as only the weight parameters have to be set. More-

over, such a scheme is useful if there is a direct
relationship between the delay bounds specified in the
scheduler and the playout delays in real-time applica-
tions like voice over IP. In this case packets exceeding
their deadlines have to be discarded in the end device
leading to a reduction of audio or video quality. So the
proposed scheduler gives the ability to directly and
separately influence delay and loss which are per-
ceived by the user in different ways.

The basic operation of WEDD, i.e. setting deadlines
on arrival at time and scheduling packets in

increasing order of their deadlines, is the same as for
EDD. However, operation mode changes if congestion
occurs in more than one class. More exactly, a class
is called “congested” if the first packet that is back-
logged in that class has a deadline
where denotes the current system time and is a
safety margin, e.g. . This means the first
packet in class is about to violate its deadline. In this
case system operation switches to “congestion mode”.

In congestion mode, for each congested class a con-
gestion tag  is calculated:

(2)

In this equation, is a measurement-based esti-
mation of the real deadline violation ratio of class at
current time . After the congestion tags for all con-
gested classes have been determined the packet with
the lowest congestion tag  is served.

There are different ways to measure the real deadline
violation ratio. The simplest approach is to have two
counters and in each class that count the aggre-
gate length of packets having exceeded their deadlines
( ) and the total aggregate packet length in that class
( ). The estimated deadline violation ratio is then
simply given by the ratio of the current values of
and . To avoid that the counter values become infi-
nitely large the value of both and can be multi-
plied by some factor each time is
updated. For a limitation of and can thus
be achieved. Losses that occurred in the past are con-
sidered with an exponentially decreasing weight in
that case.

Like EDD, WEDD can be specified to discard late
packets. More exactly, the scheduler checks whether
the deadline of the first packet in each class is smaller
than the current system time before considering this
packet for determination of the smallest tag. In this
case the packet is deleted and the next packet in this
class is checked in the same way. When the discarding
option is applied the WEDD scheduler becomes simi-
lar to the one presented in [20]. The authors in [20],
however, assume that packets are discarded on arrival.
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Furthermore, their scheduling and discarding scheme
aims at providing statistical guarantees as necessary,
e.g., in an ATM environment. In the context of this
paper, absolute violation probabilities are unknown
since there is no admission control and the focus is on
relative differentiation.

The WEDD scheduler provides appropriate tuning
knobs in form of delay bounds and weight parameters.
One may argue that this property is purchased by an
increased implementation complexity as, e.g., a two-
stage tagging of packets and a counter-based estima-
tion of deadline violation ratios is required. It has to be
considered, however, that only a rather small number
of real-time classes (e.g., 4, 8, 16, or 32) will be
defined. Therefore the scalability problem, which is
known to be a killer argument in a network with per-
flow reservation, does not occur in this context.

Another issue in connection with network integration
is end-to-end delay. Any scheduler among those previ-
ously presented can only influence performance
parameters related to a single node. The quality per-
ceived by a real-time application user, however,
depends on loss and delay occurring on the total end-
to-end path. Probably, in most cases congestion will
occur only in a single node on the end-to-end path. If
there is congestion in more than one node on the end-
to-end path additional mechanisms could help to limit
end-to-end delay. One mechanism could be to reassign
a packet that has been delayed in a first congested
node to a different real-time class with tighter delay
bound.

An example may help to clarify this approach. Let us
assume that there are 4 different delay bounds and 2
different values for the weight parameters yielding a
total number of 8 real-time classes (Table 1). If we
regard a packet belonging to class 3 (delay bound
128 ms) that is delayed by, e.g., a value of 60 ms in a
first congested node it would be appropriate to reas-
sign that packet to class 2. If the modified delay bound

of 64 ms can be hold in a subsequent congested node it
is also guaranteed that the original delay bound of
128 ms is not exceeded. Of course, a reassignment of
packets has to be carefully considered in order to
avoid a dramatic increase of high priority (i.e. low
delay bound) traffic.

4 Performance Evaluation

This section concentrates on the evaluation of real-
time scheduling taking only the right side ofFig. 1
into account. Non real-time traffic is assumed to per-
manently consume its complete bandwidth share .
This is a quite realistic assumption for a congestion
situation due to the greedy behaviour of TCP-based
sources. The consequence for the real-time traffic part
is that there is never more than available for this
kind of traffic. Thus, the real-time traffic part can be
modelled as a single server with capacity .

For real-time traffic modelling a simple burst traffic
model is considered where bursts arrive according to a
Poisson process. The number of packets in a burst fol-
lows a geometric distribution with mean = 40. Dur-
ing a burst packets of constant length = 200 Bytes
arrive in fixed time intervals. The arrival rate within
a burst is set to 200 kbit/s, which is 1/50 of the link
capacity = 10 Mbit/s reserved for real-time traffic.
The burst arrival rates in the different classes as
well as the total burst arrival rate are varied
during the following simulations. The WEDD estima-
tor parameter  is set to 1 in all cases.

A first scenario comprises two real-time classes
( ) with delay bounds = 100 ms,

= 50 ms, a weight parameter ratio = 10,
and congestion margins = = 10 ms. The total
burst arrival rate is fixed such that the offered load

equals 95%. The ratio of burst
arrival rates is varied in a range between 0.1
and 10.

The simulation results (including 95% confidence
intervals) of the deadline violation probabilities for
EDD and WEDD in a system that discards late packets
are depicted inFig. 2. It is obvious that over the com-
plete range of the load distribution WEDD is able to
provide the desired ratio of violation probabilities very
exactly. EDD on the other hand yields equal violation
probabilities in both classes as expected. If packets
that have exceeded their deadlines are not discarded
the deadline violation probabilities increase by about
one order of magnitude (Fig. 3). In this case the differ-
entiation by the desired factor of 10 is not possible
when the load share of class 1 traffic is very high. An
explanation is that due to the extreme load distribution

0 16 ms 1

1 32 ms 1

2 64 ms 1

3 128 ms 1

4 16 ms 10

5 32 ms 10

6 64 ms 10

7 128 ms 10

Table 1 Sample values for delay bounds and weight
parameters
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there are not enough class 0 packets to delay in favour
of class 1 packets if congestion occurs. Even in the
case of a static priority model, which represents the
most extreme form of differentiation, it would not be
possible to obtain a delay differentiation by a factor of
10 if the offered load caused by high priority packets
approaches 100%. So the deviation from the desired
ratio of deadline violation probabilities as obvious in
Fig. 3 is not a specific problem of the WEDD sched-
uler but a basic problem associated with the specific
load situation.

In a second scenario, a system with three real-time
classes ( ) is evaluated. The parameters
are: = = 100 ms, = 50 ms, = = =
10 ms, = . The load shares
of classes 0, 1, and 2 are fixed to values 50%, 25%,
and 25%, respectively. Discarding of late packets is
switched on.

In Fig. 4, the deadline violation (i.e. discarding) prob-
abilities under variable total offered load ranging from
modest congestion (80%) to heavy overload (150%)
are shown. The ratios of violation probabilities follow
the specified values of the weight parameters in lower
as well as in high load regions. Note that even for a
load greater than 100% no additional mechanism to
limit the queue size is required (if there is a reasonable
amount of buffer, see below) as packets exceeding
their deadlines are discarded.

If discarding of late packets is not applied buffer limi-
tation becomes more relevant1. The desired differenti-
ation of deadline violation probabilities is achieved
over the whole range of load also in this case (Fig. 5).
However, the loss probability due to buffer overflow,
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which is the same for all real-time classes, becomes
more and more dominant as the load exceeds 100%.

Fig. 6 andFig. 7 give more insight into what happens
to packets that are successfully transmitted. The com-
plementary cumulative distribution functions (ccdf) of
the transfer time have a sharp knee at time value

for the higher priority classes 1 and 2. This
means that a significant amount of packets are trans-
mitted “just in time”, i.e. they have transfer times
close to their delay bounds. In the non discarding case
(Fig. 7) the curves are continued with equal slope.
Moreover, it can be observed that the behaviour for
time values smaller than is the same for classes
0 and 1, which have equal delay bounds. One can con-
clude that the ccdf behaviour in that region only
depends on the value of the delay bound and is inde-
pendent of the weight parameters.

The observation that buffer limitation may prevent
proper differentiation if discarding of late packets is
not applied gives rise to the question whether buffer
size can also have an influence if late packet discard-
ing is switched on. Therefore additional simulations
with varying buffer size have been performed for the
two and the three classes scenarios. For both cases a
very high offered load of 150% has been chosen to
produce an especially bad case. In the case of two real-
time classes a buffer size of less than 1.5 times the
buffer space corresponding to the 100 ms delay bound
(vertical line) is sufficient to guarantee that the loss
probability due to buffer overflow on packet arrival is
negligible as compared to the deadline violation prob-
abilities (Fig. 8).

In the three classes scenario the buffer overflow prob-
ability is higher (Fig. 9). Moreover, the deadline viola-
tion probability in the highest priority class is smaller
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as compared to the two classes scenario. Therefore a
larger buffer is needed to avoid a negative influence of
buffer overflow. A factor of 2 as compared to the
buffer space related to the 100 ms delay bound should
be far enough in this case. Note however, that in more
realistic load situations a significantly smaller amount
of buffer would be required.

An alternative solution would be the implementation
of an additional buffer management mechanism where
packets of class are only admitted to the buffer if the
buffer content does not exceed a class specific thresh-
old . An evaluation of such a mechanism, however,
is beyond the scope of this paper.

5 Conclusions

A new scheduling algorithm called weighted earliest
due date (WEDD) has been proposed which provides
relative delay differentiation for real-time traffic in a
diffserv network. WEDD enhances the well-known
EDD service discipline such that the ratio of deadline
violation probabilities can be fixed to certain values.
This mechanism can be combined with the discarding
of late packets. So real-time applications like voice
over IP can be supported in a flexible way as delay and
loss, which are perceived by the user in different ways,
can be influenced separately.

Simulation results have shown that WEDD is able to
maintain the desired ratios of deadline violation proba-
bilities under various traffic load conditions. The addi-
tional option of discarding late packets, which would
be discarded in the receiver anyway, in the network
node improves performance significantly. Moreover,
this option makes it possible to do without an addi-
tional buffer management controlling packets at buffer
entry. If the buffer size is well dimensioned the desired
properties are achieved even in the case of very high
offered load.

Further work will be necessary to evaluate the short-
term behaviour of the WEDD scheduler and to per-
form an integrated investigation of the diffserv node
including non real-time traffic management. Future
evaluations will also include more “realistic” traffic
characteristics based on measurements in addition to
the synthetic traffic model used in this paper.
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