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Capacity and Performance Ahélysis‘ of Signaling
- Networks in Multivendor Environments o

Marcos Bafutto, Paul J. Kiihn, and Gert Willmann, Member, IEEE
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Abstract—The load of common channel signaling networks is
being increased through the introduction of new services such as
supplementary services or mobile communication services. This
may lead to a performance degradation of the signaling network,
which affects both the quality of the new services and of the
services already offered by the network,

In this paper, a generic modeling methodology for the signaling
load and the signaling network performance as a result of

he various communication services is extended in order to
mclude certain implementation-dependent particularities. The

.models are obtained by considering the protocol functions of

" Signaling System No. 7 as specified by the CCITT, as well as the
information flows through these functions. With this approach,
virtual processor models are derived which can be mapped onto
particular implementations. This allows the analysis of signaling
networks in a multivendor environment.

Using these priuciples, a sigraling network planning tool con-
cept has been developed which provides the distinct loading
of hardware and software signaling network resources, .and on
which hierarchical performance analysis and planning proce-
dures are based. This allows to support the planning of signaling
networks according to given service, load, and grade-of-service
figures. ’ _ '

A simple case study outlines the application of the tool concept
to a network supporting Freephone, Credit Card, and ISDN voice
services, oL

I. INTRODUCTION

ODERN telecommunication networks can be charac-
. terized as large and complex distributed systems. The
~ nformation flows necessary for the coordination of processes
~ related to call and connection control, distributed application
processing, and network management are transported through
the signaling network. A good introduction to signaling net-
works can be found, for example, in [5], [25], [32], [36], and
in the introductory paper in this issue. - ‘
" The protocol architecture of the signaling network was

the subject of interational standardization by the CCITT

[8] (Comité Consultatif International Télégraphique et

Téléphonique), and a set of recommendations is available

since the last decade. The national recommendations generally
reflect regional particularities and are specified by national
institutions, for example, as in the United States [1], or by
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public telecommunication operating companies, as in Germany
[17). ‘

The early applications supported by the signaling network
were mostly circuit-related, that is, voice services. These
services are characterized by intense signaling activities only
in the connection setup and release phases. In this case, the
availability of trunks in the transport network represents an
upper bound for the signaling network traffic, and the number
of circuits handled by a single signaling channel is typically
in the range of 2000732]. : .

Since then, the signaling network load has been increased
through the introduction of new services that require signaling
activities not related to the setup of connections over the trans-
port network, like database transactions or remote procedure
invocations. These signaling activities may be present in any
phase of a call or even when there is no call active, for
example, for keeping track of a mobile subscriber location.
In a study on Personal Communication Networks (PCN) [33],
it was concluded that the load of the signaling network will
be 4 to 11 times greater for cellular than for ISDN (Integrated
Services Digital Network), and 3 to 4 times greater for PCN
than for cellular, It was also observed that these results are
very sensitive to the model assumptions. .

- The additional load caused by services such as supplemen-
tary services, Intellignet Network (IN) applications, mobile

_communication services, and Universal Personal Telecommu-

nication (UPT) may lead to performance degradation of the
signaling network and, therefore, affect the Quality of Service
(QOS) of new. services as well as of the‘ services already

offered by the network. :

In this paper, a generic modeling approach is used to
develop a tool concept which is suitable to support the
planning of new signaling networks according to given service,
load, and grade-of-service ﬁéures, or to detect bottlenecks or
possible deficiencies in case of resource outages.

II. SIGNALING NETWORK PLANNING PROBLEMS

_The problems faced by the network planner in a medium
term is the balance between required capacity, expected traffic,

available budget; and target grade-of-service to be achieved.
In a medium term, the nonstationary behavior of the network,
for example, due to overload control actions, is not primarily

subject of the planning process, and the traffic variables may -

be considered as mean values of a busy-hour call attempt. The
reader interested in more information on signaling network
congestion and flow control is referred, for example, to the
references given in [39] and [52). - .. -
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For an already-existing network, additional problems arise
from the introduction of new services. The user behavior with
respect to new services may be different from that for the
=xisting ones, and patterns of traffic variation as well as grade-

of-service (GOS) concepts may also be different. In this case, a

careful analysis must be carried out, directed to the new service
as well as to its impact on the currently supported services.
Within the signaling network domain, a telecommunication
service is characterized by a number of signaling messages
exchanged between the involved nodes. According to the
service type, different network capabilities may be required.
As a result, changes of the network load and, therefore,
of the QOS parameters may be caused by the introduction
of a new service, by variations in the traffic intensity of

a particular service, or by temporary outages. The various.

network components are typlcally affected in the following
way

« Links: The offered sxgnahno link load per call may change

- drastically with the introduction of new service concepts.

« Signaling Points (SP’s) and Signaling Transfer Points

© (STP’s): The increasing signaling traffic load requires
more processing capacity; since this additional load may
not be homogeneously distributed over all prccesses
within an SP or STP, only some processors may become
overloaded.

« ‘Service Control Points (SCP s): Since the capacity of
an SCP is determined by the number and by the types
of transactions as well as by the offered functionality,

“the effect of the introduction of a new service can be

- estimated by the resource capacity required to process

the related transactions. -

The complexity of the signaling network environment and
its importance to the network have motivated the development
of various signaling network planning tools (e.g., see [2}-[4]).
In rontrast to this paper, however, most tools found in the
lite. .are deal with planning aspects which are not pnmanly
related to performance in terms of delay.

1II. MODELING FRAMEWORK

The analysis of a real network initially requires’a modeling
methodology which is able to represent the internal processes
of the protocols. However, the consideration of all mechanisms
of a complex protocol may create mathematical difficulties
making the resulting models intractable. Nevertheless, method-
ologies to determine the throughput and delay behavior of
communication architectures analytically can be found in the
literature (see [13], [14], [26], [40], [51], [52]). In [13],
[14], [26], a method based on multiple-chain product-form
queueing networks is proposed. Another _approach based on

, decomposmon and aggregation tcChmques is presented in [5 1, -
[52]. A companson between some of these methodologles can -

be found in [15]

A Modelmg Methodology o , .

The ‘modeling methodology adpoted here, whxch uses de-
composmon and ‘aggregation techniques, follows [51] and
.,,[52] AH submodels are denved dlrectly from the CCITT

TC- BEG!N req

reques: components
requested components

=11

TR-BEGIN req

O-O @% I@

%]

-

ink

Forking l ,

Fig. 1. TCAP functional block: the message chain for the Dialog Begin
message containing two Invoke components.

N-UNITDATA

functional specifications -{8], including internal mechanisms
such as segmenting/forking of messages, thus reflecting the
internal behavior of the underlying functional blocks. The~
basic idea is the observation that, in the CCITT specifications,
both the set of functional entities and the distinct information
flows through these entities are precisely defined. From this,
it is possible to construct *“virtual” processor models.

The principles of this methodology can be briefly explained
using the TCAP (Transaction Capabilities Application Part)
block as an example. According to [8, Figure A-2a/Q.774]. the
TCAP is composed of two subblocks: the Transaction Sublayer
(TSL) and the Component Sublayer (CSL). The CSL consists
of the Dialog Handling (DHA) and the Component Handling

- (CHA). The CHA is further subdivided into the Component .

Coordinator (CCO) and the Invocation State Machine (ISM).

From this, a virtual processor model comprising four distinct

processing phases (TSL, DHA, CCO, and ISM) and four

message input queues is derived. Inside this submodel, there
are different message routing paths, that is, different message
chains. As an example, the message chain corresponding to
an outgoing Dialog Begin message containing two Invoke

components is described below and depicted in Fig. 1.

» The primitive “TC-BEGIN req” received from the TC
User is processed by DHA. Any Invoke components
with the same Dialog ID (in this case, two components)
are then requested from the CCO through a “request
components” signal.

-« The CCO processes the “request components” signal and
generates three outputs signal (fork): two “operation sent”
signals to the ISM (one for each Invoke component) and
then one “requested components” signal to the DHA.

.« Under reception of each of the two ‘“operation sent”

. .~ signals, the ISM starts an invocation timer. No output

;'is generated (sink). The case of timeout can be modeled
~..by a message branching with the branching probablhty

.~ given by the timeout probability.

~» When the DHA received the “requested components .
-+ - signal, it composes a “TR- BEGIN req" pnrnmve to the
wor TSLar e

« The TSL processes the “TR BEGIN req and requests the
.= service of the Signaling Connection Control Part (SCCP)
hefs, through an “N- UNITDATA” prlmmve R




To/From SCCP

Flg. 2. TCAP funcﬁonal block: the generic submodel.

The TCAP funcnonal block is not restricted to the Dlalog .

Begin message; it comprises a set of messages consisting
of z combination of all possible types for the transaction
protion and component portion. The representation of all these
message chains requires the extension of the model shown in

Fig 1 through additional chains. The full model, which is
dep;cted in Fxo 2 15 obtamed bv cons:denng tie set of al

The models for the functional blocks of the levels 3 and 4

of the signaling network protocol architecture (MTP Level 3,

SCCP, and ISUP) are obtained in the same way.

It should be noted that real implementations need not
necessarily follow the structure used by the CCITT functional
specifications. In a particular product, it is possible that
processing phases are combined in a completely different way,
or even subdivided into additional phases.

In order to embed all these models in a sufficiently realistic
environment, it is necessary to extend the models in such a way
that aspects related to the call control and to the i interprocessor
communication are included.

The call control itself is a complex software system which
is strongly coupled to the product arcitecture. For simplicity, it
is modeled by traffic sources and traffic sinks representing the
traffic generated by and destined to the users, and by infinite
servers representing general delays such as, for example,
exchange and user delays or database access delays. The reader
interested in more detailed switching system control modeling

is referred, for example, to [21], [27]. The interprocessor -
communication delays -are dependent on the particular com-

munication protocols [31], [48], and the corresponding delay
characteristics are also approximated by infinite servers.
The full model of an SP is depicted in a reduced form in
Fig. 3. A detailed descnpuon of all submodels is given in [52].
- The lower levels are represented by MTP Level 1 and MTP

Level 2 MTP Lever 1 is simply modeled as an infinite server

with a service time representing the signaling link propagation
delay. The modeling approach described before cannot be
applied to the MTP Level 2 entities, because they are closely
coupled via the error correction and flow control mechanisms
on level 2. The performance analysis of sxgnalmg links under
certain srmphfymg assumptions can be found in [7], [10], [18],
[24], [35] [44]——[46] [50] A collection of formulas extracted
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Fig. 3. Generic model of a signaling point.

from some of these publications were fncorporated into CCITT
Recommendation Q.706 [8]. In this work, the CCITT approach
and the corresponding queueing delay formulas are adopted.

B. Considerarion of Implementation Architeciures

The derived submodels were designated as “virtual” in the
sense that they can be implemented in different ways. For

~example, in a distributed SP architecture, each functional

block (MTP Level 3, SCCP, TCAP, and ISUP) might be
implemented in a separated processor; while in a contralized
one, various functional blocks might share the same processor.
Therefore, in order to account for vendor-specrﬁc particular-
ities, the protocol model must be mapped onto the specific
implementation according to its architecture.

The distribution of the functional blocks through the hard-
ware support is strongly coupled with the underlying switching
system architecture. In most cases, a decentralization ten-
dency may be observed in the functions related to links and
subscribers, that is, MTP Level 2 and ISUP.

Examples for real implementations are the AT&T U.S.
SESS [6] switch from AT&T, ALCATEL 1000 S12 [9] and -
ALCATEL 1000 E10 [12] from Alcatel, System X [19] from
British Telecom FETEX-150 [22] from Fujitsu, MS7 [23]
from GTE, System 8300 [28] from Alcatel, DMS [29] from
Northern Telecom, NEAX61 [34] from NEC, AXE10 [41]
from L. M. Ericsson, the STP No. 2 [42] from AT&T, and
EWSD [47] from Siemens. The referred list is not exhaustive
and should be considered as a sample of a larger universe of .
products; it does not represent any resmctron by the authors

‘with respect to any ommed producL
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Fig 4. Mapping of the signaling point model onto a hypothetical impfe-,
m_ ton.

In order to provide a better overview, a complete model of
the levels 3 and 4 and its mapping onto a hypothetical imple-
mentation are depicted in Fig. 4. In this case, it is assumed
that the ISUP and the TCAP are implemented in isolated
processors, while the MTP Level 3 and SCCP tunctions are
deployed in a common processor. However, Fig. 4 shall be
understood in a didactic context; in reality, the functional
blocks are implemented in processor boards and not in single
chips as illustrated. :

IV AI\ALYSIS OUTLINE

The complete model for the entire signaling network in-
cludes extended queueing network elements such as, for ex-
ample, full-duplex flow-controlled links, priority processors,
mltiple-chain multiple-class traffic streams, segmenting and
1. .sembling of messages, etc. The exact analysis of such a
large and complex system is far beyond the current knowledge,
and an approximation based on a combined decomposition and
. aggregation technique is used.

A. Dﬂcomposztzon and Aggregatzon

The principle of decomposition is to break up a complex
system into its subsystems in order to achieve a reduction in
the complexity of the whole system. This approximation is
valid if the system may be classified as nearly decomposable
[16], [30], that is, if the interactions between the subsystems

are largely dominated by the local interactions inside each -

subsystem. It is possible that some mapping of the functional
blocks on a particular product may violate this assumption.
However, in current implementations, dedicated processors are’
usually not assigned to single subprocesses of the higher-level
functional blocks of the protocol, which guarantees at least
some local interactions within each subsystem. - o
The network is decomposed into link sets, SP’s, and STP s.

Then, in the second decomposition step, the link sets are fur-
. ther decomposed into single signaling links, whereas the SP’s
- and STP’s are decomposed into their submodels according to

493

the mapping onto the particular implementation, that is, the
distribution of the functional blocks among the processors.
“The basic idea behind the signaling traffic aggregation is
the observanon that a particular subsystem is shared by a large
number of connections and, because of this, message streams
belonging to individual connections need not be distinguished
from the corresponding aggregate traffic streams. The aggre-
gate arrival processes to each subsystem are approximated by
Poisson processes.
 The output processes of such models are no longer Poisson.

' Since many different traffic streams are usually superimposed

in the subsequent queueing models, however, the Poisson

" approximation can still be used and leads to sufﬁc1ent1y

rehable results in most practical cases.

B. Analysis of the Submodels

The above assumptions allow the approxxmate analysis of
the decomposed systems in isolation. -

"The' performance analysis of signaling links is primarily
based on so-called M/GI/1 priority queueing models (see
[71, [10], [18], [24], [35], [44]{46], [50]). The formulas
summarized in the CCITT recommendations give closec-form
expressions for the mean and for the standard deviation of
the message queueing time in MTP Level 2 under certain
simplifying assumptions [8]. The total transfer time across
a signaling link is given by the sum of the queueing time,
the -emission time, the channel propagation delay, and the
processing times in the signaling terminals.

In the models for the remaining functional blocks (MTP
Level 3, SCCP, TCAP, and ISUP), a message departing from
one processing phase can be fed back to another process in
the same processor or even to the same process. In addi-
tion, one message can be forked or segmented upon feed-
back. This functionality is implemented in the switching
system software, where priority-based strategies are often
used to schedule the process execution. These assumptions

lead to the classification of the corresponding models into

a rather general class of M/GI/l priority systems with feed-
back. ’
The approxxmate evaluation of the response time distribu-
tion for such systems has been first presented in [20}; further
work in this direction can be found in {49]. In the approach
followed there, however, only the chain to be evaluated is
modeled in detail, while the remainder of the processor is
only modeled by chains with probabilistic feedback.
~ Another approach, which is based on [11], is the so-called
method of moments to derive mean performance measures. A
methodic treatment of this approach has been given in [43]
and extended in [37], [38] to consider branching, forking,
and more sophisticated scheduling strategies. However, since
all message chains visiting a model must be distinguished,
the analysis tends to become rather complex, but nevertheless
is not time-consuming. In principle, the mean sojourn times
for all message chains are obtained from the solution of a -

system of linear equations. An advantage of this method is the

capability to be implemented in a general a°10nthm1c form,
yxeldmg the ana1y31s of general models.: e
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_ - The available analysis techniques allow the consideration

of most of the internal mechanisms occurring in the generic

submodels, but there are some restrictions concerning the -

adopted approximation.

The decomposition approach, that is, the analysis of the
submodels in isolation, does not allow the inclusion of the
window flow control mechanism of SCCP protocol class
3; however, this protocol class is rarely used in current
applications. The processor overhead, which is typically be-
tween 5 and 20%, is subdivided into context switching and
processsor job management overhead. The effect of the context
switching overhead may be included through a service time
inflation of the processing phases, whereas the processor
Jjob management overhead can only be taken into consid-
eration via an isolated high-priority processing phase with
the preemptive or nonpreemptive interruptions approximated
by Poisson processes. The tight functional connection of
call contrel and ISUP may, in some cases, complicate the
mapping of the virutal model onto the implementation. And,
finally, the weak correlations between messages belonging
tc the same scenario, analyzed in [46], are considered as
negligible. , ’

V. A PLANNING TOOL CONCEPT

Using the described methodology, a conceptual signaling
network planning tool has been implemented. This planning
tool.takes into consideration the network_configuration, the
routing plan, the impact of the individual messages on the

network components, the mix of scenarios, and the traffic’

matrix. S : :
The network configuration and the routing plan are network-
specific information and include aspects related to the topol-

gy, equipment type, and routing strategy. The impact of the -

individual messages on the network components is obtained
by a detailed description of the unitary message load charac-
teristics. The contribution of a message to the network load
comprises the message length and the sequence of visited
processes in the network elements on the path between its
origin and destination. The information about the functional
blocks visited by a message is obtained from the SDL (Func-
tional Specification and Description Language) diagrams of the
CCITT specifications, as shown in Section I for the TCAP
Dialog Begin message. ' :

A catalog with the description for a large number of
messages is available, and the user just has to provide the
message length and the processing time on each process of the
underlying implementation. The messa ges are used to compose
the mix of scenarios representing the services supported by
the network. It should be noted that even a single service may

" generate a set of subscenarios; hence, a normal ISDN voice

call consists of at least three subscenarios, that is, a successful
call, no answer, and destination subscriber. Each one of these
subscenarios corresponds to a distinct message exchange over
the signaling network and must be considered individually,
The traffic matrix gives the amount of call attempts per second
between'either two local exchanges. </ ¢ ol

TABLE I -,
BASIC STEPS OF THE PLANNING PROCESS SUPPORTED BY THE TooL CoNCEPT

Step Description
1 | Identification of network structure and
. elements, routing strategy, service types,
message scenarios per service type, message
types and parameters, and traffic matrix;
2 Message flow analysis;
Decomposition and component analyvsis;
4 Calculation of global performance measures,

(L]

The first step is to perform a message flow analysis. This
yields the message flow rates through all transmission and
processing resources with respect to all message types. From
the unitary message load characteristics, the resource utiliza-
tions follow straightforwardly. In order to provide a better
survey on the impact of the introduction of a new service in
an existing network, the load information is computed on a
per-subscenario basis.

The performance evaluation phase starts with the application
of the decomposition approach to consider the signaling links
and the SP’s and STP’s in isolation. The SP’s and STP’s
are further decomposed according to the particular architec-
tures, that is, the mapping of functional blocks onto physical
Processors. S .

The analysis of the processor models requires the priority
assignments to the processing phases within each processor.
This priority assignment represents one of the parameters that
determine the sojourn time for a particular message type.
Depending on the priority assignment and traffic load, the
differences between the sojourn times of distinct message
types can be significant. Furthermore, the processor can be
overloaded for some message types, but still be able to process
higher-priority messages; such a behavior is typical for priority
systems (see [11]). Coe e

The message arrival rates at the decomposed subsystems are
obtained from the results of the message flow analysis. When
there are several identical units available, it is assumed that the
incoming traffic is homogeneously distributed between these
units. The mean link delays are calculated from the CCITT .
formulas [8]. The SP and STP submodels are analyzed in
isolation, based on the corresponding M/GI/1 priority queue-
ing models with feedback. The application of the algorithm
described in [38] to each subsystem yields the mean sojourn’
time for each message chain, that is, for each message type
visiting this subsystem. .- : S o o

~ The global performance measures are obtained by compo-

- sition of the submodel results. The end-to-end transfer time

of a particular message is computed by the summation of the
individual transfer times, sojourn times, and other delays along -

its path through the network, .= - .

With the end-to-end transfer time of a particular message
sequence, it is possible to evaluate Tesponse delay parameters,
such as connection setup delays, data transfer delays, or
database query delays. ~ -~ .. - - . o

The basic steps of the planning process supported by the
tool concept are summarized in Table I; its capabilities are
demonstrated by a case study in the next section. .
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i TABLE II
DISTRIBUTION OF FUNCTIONAL BLOCKS AMONG PHYSICAL PROCESSORS AND PROCESS PRIORITIES
FOR THE DIFFERENT PRODUCTS (HIGHER PRIORITY VALUES CORRESPOND TO HIGHER PRIORITIES)
MTP-L3 sccp ISUP TCAP
Hi{H|H S|1S§8]S S|S|SM[M[C[C]T|D]C I
Pmduct'MMMCCCCCCDSPPSHCS ’
P DIDJRJR|R|L|L|O|O|Ss|D|lcic|rLlalo M -
T|Cc|]Tjc|jc|c|cjciclcliclol1
URIORIORNOREOREO
wpn Processor 1 Processor 2 Processor 3 Processor 4
2]1[3[383T4J1[2]6]5 4] 1]2[3]1J2[3[4
gy Processor 1 Processor 2 Processor 3
21136 [7T4[5 9 s [4[1[2 3 1[2]3]4
ucn Processor 1 Processor 2 .
J2]173 8[7]5.|6|9[10114}11{12[13]4]3]2[1
e 0588 oy P
- The following example is primarily provided to demonstrate O\ QY
the capabilities of the described planning tool concept. In Cstripea] (U Q
general, a real network is rather complex, comprising a large | zfp: TYPGA Bl e = ‘ 200 Database
number of nudes and particularities concerning the topology, 8 ol sz \ P =N
routing strategy, traffic matrix, etc. Nevertheless, the analysis | @ se1ypec M
can be carried out in the same way as demonstrated in this 500 ] w00
example. CS O ‘V’
N , 00
A. Network Structure and Product Architectures QO Q. .‘. - 4

First, it is necessary to define the architecture of the prbducts

~ deployed in the network, that is, the distribution of the func-

tional blocks among the physical processors for each product.
The next step is to assign the product-specific priorities to the
processing phases of a functional block in a specific processor.
The chosen architectures with the corresponding distribution of
the functional blocks among the physical processors as well as
the chosen priority of execution of each processing phase are

nmarized in Table II. As described in [52], the three basic
SCCP processes are split into transmitting (t) and receiving
(r) subprocesses. ‘

These architectures aim to provide a fair representation
concerning the various grades of centralization, varying from
a more decentralized architecture (product “A”) to a more
centralized one (product “C™). It should be noted that, in
many practical cases, the product architecture turns out to be
a function of the switch size.

The topology of the example network consists of a three-
level hierarchical network; it is depicted in Fig. 5. The highest
hierarchical level (level 1) comprises 5 fully interconnected
STP’s and an SCP linked to the STP’s with code 200 and
300. The next lower hierarchical level (level 2) contains the
transit SP’s. The number of transit SP’s connected to a specific.
STP reflects factors such as, for example, area coverage and

" subscriber density, and is generally variable from STP to STP.

This characteristic is included in our example in such a way

that there are three transit SP’s under each one of the STP’s
~ with code 100, 400, and 500, while there are just two transit

SP’s under the STP’s with code 200 and 300. For the lowest
hierarchical level (level 3), the same arguments may be applied

. 1o justify a heterogeneous number of SP’s under each transit

s
[

poe

SP. Again, it is assumed that the lowest level structure is the

. e

321

Fig. 5. Topology of the example network.

'same for the areas 100, 400, and 500, where 2,3,and 4 SP’s
are connected to the transit SP’s, respectively. In the areas
200 and 300, there are 2 and 4 SP’s under the transit SP’s, -
respectively. ' «

Each link set consists of 4 links in the highest level and

. 2 links in the remainder of the network. The transmission

capacity of each link is 64 kb/s, and the propagation delay
is 5 ms. The links are assumed to operate with the basic error
correction method and to be free of disturbances.

In a multivendor environment, it is also necessary to identify
the product type of each one of the STP’s and SP’s. The
products deployed in a given area are determined by factors
such as, for example, the grade of deregulation, the type
of operator (PTT or private), if the network provider also
produces equipment, etc. It is assumed that in some areas
all STP’s and SP’s are of the same type, as for the areas
300 (exclusively type “B™) and 500 (exclusively type “A™).

There are also areas which are dominated by few vendors, for Lo
example, area 400 (STP of type “A”; SP’s of type “C"™) and - ==

200 (STP of type “A”; SP’s of types “4” and “C”). A fully

heterogeneous environment is assumed in area 100 (STP of . -

type “A”; SP’s of types “A”; “B™; and “C”). The SCPhasa - - k
decentralized architecture and is of type “A”, . .- .-

B. Service Mix

- The services in operation in the example network are the

ISDN voice service, the Freephone service, and the Credit

o T -
- -
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TABLE I i TABLE IV
) MEssaGES USED BY THE BASIC SERVICES . MESSAGES USED BY THE NEW SERVICE
Message Designation Length Message Designation Length
1AM Initial Address Message 60 IAM (CR) | Initial Address Message 90
ACM | Address Complete Message | 20 . CC Connection Confirm Message 20
ANM' | Answer Message 15 DT1 Data Form 1 Message 80
REL Release Message : 20 REL | SCCP Release Message 20
RLC Release Complete Message 15 RLSD SCCP Released Message 20
INV Invoke Message 60 -
RES Response Message 70 b

Card service. The Freephone service is assumed to be an
extension of the ISDN voice service with retrieval of some
routing information from the database. The Credit Card service
requires two database queries: the first to determine how to
prompt the customer, and the second to check the user servrce
access authorization. : v

The subscenarios for these services may vary according
_to the service characteristics. The subscenarios for the ISDN

voice service are classified into normal call, subscriber busy,

~and no answer. The Credit Card service includes, in addition

to the ISDN subscenarios, the case of service ternimation

“due to unsuccessful subscriber authentication. In the case of

Freephone, the subscenarios of ISDN theoretically apply. In

‘reality, however, the case of no answer may be considered as

negligible, given that the caller generally hstens at least to a

" recorded message.

In this example, it is assumed that the ISDN voice service
comprises 70% successful calls, 20% subscriber busy, and
10% no answer, respectively. In 10% of the Credit Card
service calls, there are access authentication errors, while the
remaining calls are subdivided in the same way as the ISDN
voice service. The Freephone service is characterized by 80%

- successful calls and 20% subscriber busy.

The traffic matrix contains the information about the traffic
between the SP’s of the network, and the amount of related
input data may be large even for networks with few nodes. In
real networks, this information should generally be available
on magnetic media. In order to avoid excessively long input
data files, an automatic procedure for traffic matrix generation

~is adopted. The generated traffic is considered to be the

same for all signaling points and directed as follows: 50%
homogeneously distributed between the SP’s under the same
level 2 transit exchange, 25% to the SP’s under the same
level 1 STP, and 25% to the remaining SP’s, respectively.
The calls originated in an SP are assumed to be 80% ISDN,

- 10% Freephone, and 10% Credit Card calls, respectively.

C ’ Messagé Typer and Pararﬁeters

- The message types and their lengths (in octets) generated
by the considered scenarios are listed in Table IIL. In this ex-
ample—for simplifying the required input data—it is assumed
that the processing times in a process are the same for all

‘ messaOés and that the processing time differences inherent to
" the’ drstmct products are compensatcd by a processor speed

N\

The database query is performed using the TC. The pro-
cessing times in the TCAP block of an SP are assumed to
be 2 ms for DHA and CCO, 1 ms for TSL, and 0.5 ms for
ISM, respectively. All processes of the SCCP have processing
times of 1 ms. For the ISUP, the processing times are 2 ms
for CPCI and CPCO, and 0.5 ms for MSDC and MDSC. In
MTP Level 3, the processing times are 1 ms for HMDT and
HMRT, and 0.5 ms for HMDC, respectively. All processing
times are assumed to be constant.

- Interprocessor communication delays of 5 ms are assumed
for all interfaces between the processors. The call control
response delays are 50 ms for circuit establishment, 20 ms

_for circuit release, and 10 ms for other actions, respectively.

Fmally, a database query in the SCP takes 200 ms.

D. 'Introducnon of a New Service

In this environment, the introduction of a new service that

“allows simultaneous exchange of voice and data information

is considered. The transfer of User-to-User Information (UUI)
elements in either direction during the active phase of a call
is performed using UUI Service 3. The trausport of the UUI
messages is assumed to use SCCP end-to-end signaling ‘con-
nections based on protocol class 2 [8], where the end-user data
information is transmitted in Data Form 1 (DT1) messages.
The SCCP connection setup request (CR: Connection Request)
is embedded in the IAM message, and the successful setup
is acknowledged by a Connection Confirm (CC) message.
Finally, the connection release procedures are started simulta-
neously for both the bearer and the signaling connection.

In this new service, it is assumed that 5 DT1 miessages are
transmitted in each direction. The characteristics of the addi-
tional messages of this service are summarized in Table IV.
The scenarios are the same as for the ISDN voice service.

The connection setup delay for the deployed services from
node 321 to node 111 is considered. The selection of this pair
of nodes is justified by the presence of all considered product
types along the path between them. The new service is still in
the planning phase, and according to the introduction strategy,

- a substitution of 3 or 5% of the ISDN voice service by the

new service is expected. The interest of the network planner is
focused on the behavior of the call setup delay of the supported
services for the different introduction alternatives. The new
service is studied in terms of the end-to-end transfer delay of
a DTl message. :

»E. Results

Before evaluating the network performance measures, it is

“interesting to check the accuracy of the adopted modeling ap-

proach through a simulation study. A good agreement between

v il L T ER—— B —
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Fig. 7. Impact of the new service on the Freephone service.

analysis and simulation results suggests that the assumptions

of the analysis methodology do not introduce significant errors.
Comparisons between analytical and simulation results for this
modeling methodology can be found in [3], [52].

All analytical results are depicted with the call attempt
loading normalized with respect to the maximum call attempt
loading of the network, that is, the traffic value that causes
an overload situation in any network resource. The impact of
the new service introduction on the ISDN voice service is
depicted in Fig. 6. The results for the Freephone and Credit
Card services are shown in Figs. 7 and 8, respectively. Due
to the unbalanced network traffic, the end-to-end user data
transfer delays are not the same for both directions, that is,
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the results from node 321 to 111 and from 111 to 321 are.
different. This effect is included in Fig. 9 by representing the

end-to-end delay as the sum of the message transfer delays in

both directions. -~ - .. -

The introduction of the new service and the related transport

:of user mformanon impacts the services supported by the

network. The amount of exchanged information is about 300

J ‘octets/call in each direction, which is probably an underes-

_timated value even for apphcanons with a medium level of

complexny PRSI
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Fig. 9. User-to-user information transfer delay (sum of both directions).

Next, the éenéitiyity of the results with respect to the priority
assignment of the processes in a processor is studied. The
priority assignment is a crucial factor in the determination
of the system delay characteristics, because any process with
priority p in Table II must wait until there are no more
processes with priority > p active in this processor. In order
to demonstrate the priority assignment effect, the network
analysis is repeated with the priority assignment of Table II
completely inverted, that is, the highest priorities now become
the lowest priorities, and vice versa. The new results for the
Credit Card service are shown in Fig. 10; and Fig. 11 depicts.
the results for the end-to-end data transfer delay.

- The changes observed in the corresponding results can
be easily explained by the priorities listed in Table II. The
common part to the underlying services is mainly concentrated
in the SCCP. The Credit Card service uses the TC to retrieve
data from the database, and the TC messages are further
transported using the SCCP connectionless protocol, that is,
the processes SCLC(r) and SCLC(¢). In contrast, the user-to-
user signaling is supported by the SCCP connection-oriented
protocol, that is, it involves the processes SCOC(r) and
SCOC(t). Since the inversion of priorities assigns higher
priorities to the SCLC processes than to the SCOC processes,

o
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User-to-user information transfer delay after pnonty inversion (sum
of both directions). . :

messages related to the Credit Card service are generally
processed before those related to UUI Service 3. With these
observations, the insensitivity of the Credit Card service with
respect to the new service is not surprising; on the other hand,
the delay characteristics of UUI Service 3 are 51gmﬁcantly
affected by the priority inversion, as expected

In this example, the UUI Service 3 assumes the coupling of
multiple connection sections at each intermediate transit node;
but this service could also be MTP-routed from the originating
to the destination point without coupling at the transit nodes.
If this is the case, the corresponding delays may not be very
sensitive to the priority inversion/reassignment. = - .7 -

Another particularity of Fig. 10 concerns the dxscontmmty of
the curves after the saturation point of the first processor which
is becoming overloaded. It indicates that this processor is only
overloaded with respect to the low-priority processes, but it
continues to execute higher-priority processes. In this case,
the lower-priority processes of this processor are becoming

'saturated and the analysis cannot be continued although the

processor may still be able to process messages vxsmng on]y
the hlzher-pnonty processes. - - - e S Ll

&

In this case study, the system bottleneck is located either in
the TCAP processor of the SCP (no UUI) or in the MTP/SCCP*

- processor of the SP with code 320 (3 or 5% UUI). The reasons
for this are mainly due to the centralized position of the SCP
and to the concentration of functions in product “B” (MTP

Level 3 plus SCCP), respectively.

1t should be noted, however, that the architectures as well as
the values used in this example are hypothetical and arbitrary.
Therefore, the particular behavior of the network elements and
the presented results should not be taken as a judgment of any
implementation or service.

The total CPU time requirements to produce all graphics of
this case study were less than one hour on an HP 9000/725
workstation. Each curve depicted in Figs. 6-11 is plotted using
spline interpolation on roughly 10 points.

VII. CONCLUSIONS .

In this paper, an earlier-described modeling approach for
signaling networks based on Signaling System No. 7 has

been extended in order to account for certain implementation-

dependent characteristics of signaling network elements. It has
been shown that the consideration of physical implementation
aspects, such as the distribution of the processes among
processors and the priority assignment to processing phases,
allows to cover important aspects present in multivendor
environments.

Based on this methodology, a 51gnalmg network planmng
tool concept has been described. This concept yields the dis-
tinct loading of many hardware and software signaling network

. resources, and forms the basis for hierarchical performance

analysis and network planning procedures. However, since the
underlying models do not generally cover the whole variety
of real irnplementations this tool concept has to be adapted
to particular architectures.

The results of an example case study indicate that QOS

_ parameters of future networks will be strongly influenced

by the performance of the signaling network. In particular,
the introduction of new services which require database in-
teractions—such as IN applications, mobile commumcanon
services, or UPT—or user-to-user signaling connections will
have a significant impact on signaling network performance
aspects such as, for example, the processing load of signaling
points and the end-to-end message transfer delays.
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