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Summary

Identity Management (IdM) is a set of technologies and processes that enable the identifica-
tion of users and the management of associated user data in Information and Communication
Technology (ICT) systems. IdM is relevant for service providers (SP) that offer their services
across the Internet or within intranets. Hereby, SPs want to restrict access to the offered service
to identified and authorized users. Traditionally, SPs are independent of each other. Therefore,
each SP forces the user to create an account, i.e. a digital identity. A digital identity consists at
least of an identifier and corresponding credentials (e.g. a username/password combination) for
authentication.

With an increasing number of used services, the number of digital identities per user increases.
The increasing number of identities represents a usability and a security problem. Usability
is decreased in two ways. First, the user has to authenticate against each SP manually, which
results in increased effort. Second, the user has to memorize the credentials of many digital
identities, which is difficult for most people. In consequence, users tend to reuse the same
credentials for different SPs. This renders different attacks possible and results in a decreased
security.

Federated IdM systems improve the usability and security with the introduction of so called
Identity Providers (IdP). Users authenticate once against the IdP and are able to use services
provided by all federated SPs without reauthentication and without the need to have an identity
per SP. This concept is well-known as Single Sign-On (SSO). Federated IdM can reduce the
number of digital identities. However, the user will still have more than one digital identity
due to various reasons, e.g. different federations, privacy protection, separation of concerns.
Therefore, identity selection is still required.

In recent years the number of devices per user, which are used to consume services, has increa-
sed. Users carry different mobile devices, like smartphones and notebooks with them and make
use of fixed devices like TV sets. Existing IdM system are device centric, i.e. they focus on indi-
vidual devices and do not care about users with several devices. Users are forced to authenticate
on each device individually.

This thesis designs and evaluates an architecture that extends IdM systems with mechanisms
to consider users with multiple devices. The designed mechanisms improve the security and
usability regarding the usage of SSO on multiple user devices. The so-called multi-device IdM
concept has three design goals: (1) The authentication should take place on the most secure
device that is owned by the user. (2) It should be sufficient to authenticate on one of the user’s
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ii Summary

devices against the IdP. The remaining devices should benefit from that authentication. (3) The
user should be guided regarding the selection of an identity with a filtered list of suitable iden-
tities. The filtering should consider the available user devices, but also additional information
like the usage context (e.g. private or business).

A development methodology, which has been assembled and tailored from existing metho-
dologies, has been used to design the architecture. The development methodology combines
best-practices for system and software design. Based on usage scenarios and the elicitation of
requirements, the architecture is stepwise refined. Since security is of uttermost importance, the
development methodology considers security from the beginning by means of asset and threat
identification. For the modeling of the overall architecture and the detailed mechanisms, the
Unified Modeling Language (UML) has been used.

The evaluation of the designed system comprises three orthogonal evaluation approaches: (1)
The functional evaluation showed that the requirements have been addressed and that the usage
scenarios can be realized. A simple prototype serves as proof-of-concept regarding the interwor-
king with an existing IdM system. (2) The security evaluation used attack trees to systematically
identify vulnerabilities. No security weakness has been identified. (3) The performance evalua-
tion established an analytical model to illustrate and quantify the consequences of multi-device
IdM. The results showed that multi-device IdM significantly reduces the number of authentica-
tion procedures that a user has to perform leading to an improved usability.



Zusammenfassung

Unter dem Begriff Identitätsmanagement (IdM) versteht man eine Menge an Technologien und
Prozessen, die die Identifikation von Nutzern und die Verwaltung derer Daten in Systemen der
Informations- und Kommunikationstechnologie (IKT) ermöglichen. Für Dienstanbieter, wel-
che ihre Dienste im Internet oder in Intranets anbieten, ist IdM von Interesse, um Nutzer zu
identifizieren und zu authentisieren. In herkömmlichen Systemen sind die Dienstanbieter un-
abhängig voneinander. Ein Nutzer muss deshalb für jeden Dienstanbieter ein eigenes Konto,
welches auch unter dem Begriff Digitale Identität bekannt ist, anlegen. Die Digitale Identität
besteht mindestens aus einem Bezeichner und zugehörigen Berechtigungsnachweisen (bspw.
eine Nutzername/Passwort Kombination), die zur Authentisierung eingesetzt werden.

Mit einer steigenden Zahl an genutzten Diensten, steigt die Anzahl an Digitalen Identitäten.
Aus Nutzersicht stellt dies eine Erschwerung der Nutzbarkeit und eine entsprechende Reduk-
tion der Sicherheit dar. Die Nutzbarkeit wird auf zwei Arten erschwert. Zum einen muss der
Nutzer sich manuell gegenüber jedem Dienstanbieter authentisieren, was einen Zusatzaufwand
darstellt. Zum anderen muss der Nutzer sich die einzelnen Berechtigungsnachweise merken.
Als Folge tendieren Nutzer dazu, denselben Nutzernamen und dasselbe Passwort für verschie-
dene Dienstanbieter zu verwenden. Ein solches Verhalten ermöglicht verschiedene Angriffe und
reduziert dadurch die Sicherheit.

Föderierte IdM-Systeme verbessern die Nutzbarkeit und erhöhen die Sicherheit durch die Ein-
führung sogenannter Identitätsprovider (IdP). Nutzer authentisieren sich einmalig gegenüber
dem IdP und sind dann in der Lage alle Dienste, die von föderierten Dienstanbietern zur Ver-
fügung gestellt werden, ohne neue Authentisierung zu nutzen. Dieses Konzept ist als Single
Sign-On (SSO) bekannt. Föderiertes IdM kann die Anzahl an Identitäten reduzieren. Es wird
jedoch angenommen, dass ein Nutzer immer mehr als eine Digitale Identität haben wird, um
beispielsweise verschiedene Föderationen zu unterstützen, seine Privatsphäre zu schützen oder
unterschiedliche Angelegenheiten zu trennen. Dadurch ist es erforderlich, dass der Nutzer eine
Identitätsauswahl durchführt.

In jüngster Vergangenheit ist der Trend zu beobachten, dass die Zahl der Geräte, die ein Nutzer
einsetzt um Dienste zu konsumieren, ansteigt. Existierende IdM-Systeme sind jedoch geräte-
zentrisch, d.h. sie fokussieren sich auf das einzelne Gerät und bieten keine speziellen Mecha-
nismen, um Nutzer mit mehreren Geräten zu unterstützen. Folglich müssen sich Nutzer auf
jedem Gerät gegenüber dem IdP authentisieren.
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iv Zusammenfassung

In dieser Arbeit wird eine Architektur entworfen und bewertet, die IdM-Systeme um Mechanis-
men erweitert, Nutzer mit mehreren Geräten zu unterstützen. Die entworfenen Mechanismen
verbessern hierbei die Nutzbarkeit und die Sicherheit bzgl. SSO über mehrere Geräte hinweg.
Das entwickelte Mehrgeräte-Identitätsmanagementkonzept verfolgt drei Entwurfsziele: (1) Die
Authentisierung soll auf dem sichersten Gerät stattfinden, welches der Nutzer mit sich führt.
(2) Es soll ausreichend sein, dass ein Nutzer sich auf einem seiner Geräte gegenüber dem IdP
authentisiert hat, die übrigen Geräte sollen in der Lage sein, von dieser Authentisierung zu profi-
tieren. (3) Der Nutzer soll bzgl. der Identitätsauswahl unterstützt werden, indem nur tatsächlich
nutzbare Identitäten zur Auswahl stehen. Die Filterung der Identitäten basiert hierbei nicht nur
auf den vorhandenen Geräten, sondern auch auf Informationen bzgl. des Nutzungskontextes
(privat oder geschäftlich).

Für den Entwurf der Architektur wurde eine zugeschnittene Entwicklungsmethodik verwendet.
Die Entwicklungsmethodik kombiniert hierbei bewährte Praktiken für den System- und Softwa-
reentwurf. Basierend auf definierten Nutzungsszenarien und der Ableitung von Anforderungen
wurde die Architektur schrittweise verfeinert. Da die Sicherheit von höchster Bedeutung für
den Systementwurf ist, wurde bei der Entwicklungsmethodik Sicherheit von Beginn an in Form
einer Bedrohungsanalyse berücksichtigt. Für die Modellierung der Systemarchitektur wurde die
Unified Modeling Language (UML) verwendet.

Das System wurde mittels dreier verschiedener Ansätze bewertet: (1) Die funktionale Be-
wertung zeigte, dass die definierten Nutzungsszenarien und die abgeleiteten Anforderungen
mit dem entworfenen System erfüllt werden können. Eine prototypische Implementierung
zeigte die Umsetzungbarkeit der Architektur in Verbindung mit einem bestehenden IdM-
System. (2) Die Sicherheitsbewertung nutzt dabei Angriffsbäume, um systematisch Schwach-
stellen zu identifizieren. Es wurden keine Schwachstellen identifiziert. (3) Zur Leistungsbe-
wertung wurde ein analytisches Modell entwickelt, um die Auswirkungen des Mehrgeräte-
Identitätsmanagementkonzeptes zu bewerten. Die Ergebnisse zeigen, dass die Anzahl an Au-
thentisierungsvorgängen, die ein Nutzer durchführen muss, reduziert werden kann, was zu einer
Verbesserung der Gesamtsicherheit führt.
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1 Introduction

This chapter motivates the need for identity management systems in Section 1.1. Section 1.2
identifies shortcomings of identity management systems regarding users with several devices.
Moreover, it points out the contributions of this thesis and enumerates the author’s publications
towards this thesis. Section 1.3 outlines the remaining thesis.

1.1 Identity Management - An Enabler for Security and Usability

The Internet consists of a set of service providers (SP) that offer their services, like e-commerce,
online banking or webmail to users. Many SPs have the need to identify their users in order to
deliver goods, personalize the service, or to restrict access. Hereby it does not matter, whether
the service is subject to charges or for free. In order to identify a user, the SP forces the user
to create an account, i.e. a digital identity. Such an identity consists at least of an identifier
and a credential, e.g. a username and a password. From the perspective of the SP, identity
management (IdM) represents a set of security techniques to identify the users and manage the
corresponding identities. The corresponding systems are so-called IdM systems.

With an increasing number of SPs, the number of identities per user increases. This represents
a usability and security challenge for users. For service consumption it is required to use the
identity that corresponds to the SP. That means the user has to memorize or has to have available
the corresponding credentials. In case of username password combinations, the users tend to
use simple passwords and tend to reuse the same username password combination with different
SPs in order to increase the usability [DMR10, KRC06]. The increase of usability results in
a decrease of security and makes the user vulnerable to various attacks and amplifies their
consequences. Among them are impersonification attacks by malicious SPs, phishing attacks
and attacks against the SP’s user database that often store user passwords in cleartext as recently
exploited [Hun11, Gil11].

Federated IdM systems increase usability and therewidth mitigate security problems. Instead of
authenticating against each SP individually, the authentication is performed against an Identity
Provider (IdP). SPs that are in same federation as the IdP, trust the IdP regarding user authenti-
cation and provide access, i.e. Single Sign-On (SSO). Federated IdM systems increase usability
for users because the number of identities could be reduced. If privacy is neglected and if one
global federation would exist, the number of identities could be reduced to one per user. Such
an identity can be protected by advanced security methods, e.g. strong passwords or dedicated
security equipment.

1



2 Chapter 1. Introduction

1.2 Identity Management across Devices

From the user’s perspective, federated IdM is restricted to one device. That means the authen-
tication against the IdP is only valid and usable on the device on which the authentication has
been performed. Today, users possess more than one device (e.g. smartphone, notebook, TV
set) and even use them simultaneously in different usage contexts (e.g. private, business). This
results in a decreased usability, because the authentication against the IdP has to be performed
on each device individually.

This thesis proposes a multi-device IdM solution that increases usability and security by mech-
anisms that allow the collaboration of all devices that are owned by one user. The multi-device
IdM solution has the following advantages:

- Seamless device change: SSO across devices becomes possible. That means if the user
has successfully authenticated one device against the IdP, the other devices can consume
services without explicit authentication. This brings the user closer to Weiser’s vision of
disappearing information technology [Wei99].

- Authentication on secure devices: Decoupling of authentication and service consumption
becomes possible. In consequence, the more security-critical task of authentication can
take place on the more secure device.

- Sharing of security capabilities: Authentication capabilities of another device that is
owned by the same user can be used. This enables the fulfillment of SP’s or IdP’s re-
quirements for particular authentication mechanisms, even if the device on which the
service shall be used does not have the required capabilities.

- Usage context awareness: The usage context (e.g. private, business) of identities and
devices is considered with respect to the used services. If the user has more than one
identity, which is assumed due to privacy and federation aspects, support for identity
selection is required. This enables to restrict the usage of identities according to the
usage context, e.g. business identities might only be used on business devices.

Intermediate results towards this thesis have been published on various conferences and work-
shops [Bar11, BTL+10, Bar09, BKM09, BNP+08]. Aspects of this thesis have been part of the
EU-funded projects SWIFT and DAIDALOS-II. Corresponding deliverables [B+09, MB+09,
MB+10, AB+09, AB+10, GB+08] contain earlier versions of the architecture and related is-
sues.

1.3 Overview of the Thesis

This thesis is structured into three main parts. The first part comprises the fundamental chapters
on security (Chapter 2) and on identity management (Chapter 3). The second part introduces
the architecture in Chapter 4 and provides details on the mechanisms, algorithms and protocols
in Chapter 5. The third part consists of Chapter 6, which evaluates the architecture and the
corresponding mechanisms, algorithms, and protocols.
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Chapter 2 outlines the importance of security for information and communication technology. It
introduces basic security terminology and provides an overview on security mechanisms. Cryp-
tography and authentication mechanisms, which represent key issues for identity management,
are discussed and classified. An overview on existing security protocols on different layers of
the ISO/OSI stack complements the discussion of security mechanisms. In addition to security
mechanisms itself, an appropriate design and evaluation methodology is required for the subse-
quent system design. Existing principles and methodologies are introduced and classified. They
serve as input for the secure design and evaluation of the architecture in subsequent chapters.

Chapter 3 takes a detailed look on identity management and the corresponding identity manage-
ment systems. It introduces basic terminology and defines the scope of identity management
for this thesis. The defined reference architecture shows the roles and work flows of identity
management systems. The introduced reference architecture allows the derivation of classifica-
tion criteria for the subsequent classification of existing identity management systems. Existing
identity management systems rely on two basic technologies. These are the Security Asser-
tion Markup Language and the Web Service Federation framework, which are both introduced.
Since security is of uttermost importance for identity management systems, a dedicated subsec-
tion discusses corresponding security issues. Finally, related work on the application of identity
management systems with several devices is presented, categorized and compared.

Chapter 4 designs the functional architecture to realize multi-device identity management. A set
of usage scenarios illustrates the benefits of such an extension to identity management systems.
For better comprehensibility, three key concepts provide guidance for the subsequent require-
ment analysis and the architecture design. With a requirements engineering approach functional
and non-functional requirements are derived. Security is considered from the beginning of the
design phase by early identification of assets and threats and the definition of corresponding
security requirements. The functional architecture to enable multi-device identity management
specifies the functional blocks and their relationship. It uses the Unified Modeling Language
for description. Finally, the design space is evaluated and restricted for the detailed design in
Chapter 5.

Chapter 5 details the functional architecture by introducing algorithms, mechanisms and pro-
tocols. This chapter has four contributions. First, it specifies a solution to support the user
regarding identity selection. Existing identities are filtered and ranked according to their se-
curity, authentication and usage context requirements. Based on the filtering, identity usage is
restricted to a subset of devices. Second, protocols are specified in order to enable the inter-
working of devices regarding identity management. This includes the exchange of information
on identities, the activation of identities on remote devices and the exchange of credentials to
make use of identities. Third, the filtering and interworking of devices for identity management
requires a coupling of devices. This is achieved by the virtual device concept that provides
security associations among the devices and enables the device discovery. The virtual device
concept is the foundation of all security features.

Chapter 6 evaluates the architecture with respect to three different issues. First, the functional
evaluation checks, whether the usage scenarios can be realized by the architecture and whether
all requirements have been addressed. Moreover, it introduces the prototype that serves as a
proof-of-concept. Second, the security evaluation validates the security from three different
perspectives. The internal security evaluation has a complete system view, the external security
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evaluation takes the attacker’s view and the evaluation of misuse cases looks at usage of multi-
device IdM in situations that are note covered by the specification. Third, the performance
evaluation assesses the potential benefits of the architecture from the user and identity provider
perspective by means of an analytical model.

Chapter 7 summarizes this thesis and presents an outlook on future work.



2 Fundamentals of Security

Security in the area of information and communication technology (ICT) is becoming more
important for private persons as well as for companies in recent years. With the increased pen-
etration of ICT equipment and a much higher degree of connectivity, not only new possibilities
appear, but also the dependency on ICT increases. Examples for these trends are the smart grid
initiatives or cloud computing. Also private persons depend more and more on social networks
for the organization of contacts or the exchange of information.

In consequence, security of ICT gets and requires more attention. Recent reports [Lag11, F+11]
show that the number of security incidents and in particular their sophistication increases. This
is subjectively confirmed by various attacks on prominent victims like Sony [Hun11], Google
[Dig11], Lookhead Martin [Dre11], Citigroup [Kin11, Jul11] or the Iranian nuclear program
[Lan11, CAN11].

Since security is very important for this thesis, this chapter introduces fundamental security
concepts in the area of ICT. Figure 2.1 illustrates the structure of this chapter. Section 2.1 in-
troduces security terminology used within this thesis. Based on this terminology, three sections
are dedicated to well-established security mechanisms and protocols. Section 2.2 covers basic
concepts of cryptography, followed by mechanisms for authentication in Section 2.3 and Sec-
tion 2.4 introduces selected protocols that provide security functionality on different layers of
the TCP/IP network stack [TW10]. Section 2.5 concludes this chapter with the introduction of
different methods to design secure systems and corresponding evaluation.

Figure 2.1: Chapter Outline

5



6 Chapter 2. Fundamentals of Security

2.1 Introduction

In literature no unique definition of the term security is available [Chi04]. Two more general,
non-recursive definitions are the following:

- ISO 7498-2 [ISOa, MPS+93]: “Security is used in the sense of minimizing the vulnera-
bilities of assets and resources.”

- ISO 24765 [ISOe]: Security is “the protection of system items from accidental or mali-
cious access, use, modification, destruction, or disclosure”.

Section 2.1.1 elaborates this definition by introducing additional terms, like asset and vulnera-
bility, and putting them into context to each other. Afterwards, Section 2.1.2 details the goals
of providing security in a system and Section 2.1.3 introduces appropriate mechanisms to im-
plement these goals.

2.1.1 Assets, Threats and Vulnerabilities

For an organization or an individual it is essential to protect its assets. Hereby, “an asset is
anything of value that should be protected from harm” [Fir05]. An asset can be tangible or
non-tangible. Examples for tangible assets are people, buildings, or IT hardware. Non-tangible
assets comprise among others software, information, knowledge and reputation [Fir05, BSI05].

Assets may have vulnerabilities. A vulnerability of an asset represents a “flaw or weakness of
the system security procedures, design, implementation or internal controls” [NIS02]. A vul-
nerability becomes a threat if there is a potential attacker that might exploit the vulnerability
intentionally or unintentionally. A threat is the potential cause of undesirable effects on assets
that result in harm to the asset owner [Amo94]. Three different kinds of threats can be distin-
guished [NIS02]: Natural Threats, Human Threats and Environmental Threats. Examples for
natural threats are earthquakes of floods. Human threats are caused by intentional (e.g. an at-
tacker) or unintentional (e.g. editing of a database) actions. Examples for environmental threats
are power outages or leaks.

In case of the existence of an actual attacker a threat might result in an attack. “An attack is
some action taken by a malicious intruder that involves the exploitation of certain vulnerabilities
in order to cause an existing threat to occur” [Amo94]. Figure 2.2 illustrates the relationships
of the above introduced terms.

2.1.2 Security Goals

The term security goal defines a property that has to be provided in order to protect assets. Most
authors [Eck09, Bis09, IT91, BBC+05] differentiate between at least three different security
goals:
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Figure 2.2: Relation of Assets, Threats, Vulnerabilities and Attackers (Adapted from [Fir05])

- Confidentiality: For an unauthorized entity, it is not possible to gain any information. In
case of message transmission between a sender and a receiver, it must not be possible for
an unauthorized entity to obtain information about the content of the message.

- Integrity: For an unauthorized entity, it is not possible to modify an asset. In case of mes-
sage transmission between a sender and a receiver, it must not be possible to modify the
content of the message for an unauthorized party. [K+08] differentiates between strong
integrity protection and weak integrity protection. Strong integrity protection means that
it is not possible to modify a message at all, whereas weak integrity protection means that
modification of messages is possible but detectable by the receiver.

- Availability: For an unauthorized entity, it is not possible to influence the performance
of an asset. In case of stored data, availability means that access to the data is always
possible for authorized entities.

In more recent literature, the following security goals have been added:

- Non-Repudiation: For a responsible party, it is not possible to deny the exercise of an
action. In case of message transmission between a sender and a receiver, it is not possible
for the sender to deny the sending of the message, i.e. sender non-repudiation.

- Authenticity: Authenticity can be considered as a special case of integrity protection for
sender and receiver information. For example the authenticity of the sender means that
the information about the actual sender is correct [Bis09].

- Anonymity: It is not possible to identify entities within a set of entities [PH10]. For
example, an anonymous message does not allow deduce the identity of the sender.

Different sources use alternative terms for the term security goal. [IT91] uses the term security
service in order to put it in relation to an actual security mechanism. [Fir04, Fir05] uses the term
quality factor, because security is considered as a non-functional quality factor of software. The
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term security interest is used by [Bis09] in order to highlight the existence of a party that has
an interest in providing such a security property and is therefore closer related to the term
requirement.

2.1.3 Security Mechanisms

The above introduced security goals are realized by security mechanisms. Depending on the
characterstics of the assets different security mechanisms and the corresponding realization can
be distinguished. The following enumeration does not claim to be complete.

- Authentication: A mechanism to verify that an entity is the one it pretends to be. Authen-
tication mechanisms are introduced in more detail in Section 2.3.

- Authorization and Access Control: Access control is the mechanism to prevent unautho-
rized entities from accessing an asset. The access control decision is based on previously
granted authorizations.

- Accounting: A set of mechanisms to create, collect and maintain information about the
usage of assets by entities1,2.

- Auditing: The mechanism to evaluate accounting and other system information with re-
spect to the correctness of the applied security mechanisms. For example, the auditing
process could reveal that an unauthorized party has access to the system due to malfunc-
tioning authentication mechanisms.

- Charging: The mechanism of aggregating accounting information and transforming the
aggregated information into monetary values1.

The security mechanisms authentication, authorization, and accounting are abbreviated as AAA
mechanisms and often realized in corresponding subsystems. If auditing and charging are
added, so-called A4C systems are in place. Cryptography is an additional method to fulfill
the above introduced security goals and to realize the security mechanisms (→ Section 2.2).

2.2 Cryptography

Cryptography is one method amongst others to isolate information [Bis09] and realize the secu-
rity goals of confidentiality, authenticity and integrity. Basically, one can differentiate between
symmetric (→ Section 2.2.1) and asymmetric cryptography (→ Section 2.2.2).

1The IETF and the 3GPP differ with respect to the meaning of accounting and charging. The differences are
elaborated in [BBB+10].

2In contrast accountability describes a system property “that ensures that the actions of a system entity may be
traced uniquely to that entity, which can then be held responsible for its actions.” [RFC4949]



2.2 Cryptography 9

Figure 2.3: Principle of Symmetric Cryptography

2.2.1 Symmetric Cryptography

Symmetric cryptography [Sch96] means that the same key is used for encryption and decryp-
tion of data3. The sender A encrypts data D with the shared key KAB and sends the encrypted
data DKAB

to B. The receiver uses the shared key KAB to decrypt the encrypted data DKAB

and obtain D as illustrated in Figure 2.3. The main drawback of symmetric cryptography is key
distribution. The shared key KAB has to be transferred between A and B across a secure chan-
nel. This is challenging and often achieved by an offline channel, like regular mail. In addition,
key distribution has a scalability problem. For communication between N parties, N(N−1)

2
keys

are required. However, symmetric cryptography is compared to asymmetric cryptography less
computation-intensive [Sch96] and can be supported by dedicated hardware [PMDW05].

2.2.2 Asymmetric Cryptography

To overcome the key distribution problem asymmetric cryptography has been invented [RSA78,
MH78, SPS11]4. The following subsections introduce the principles and solutions to make
asymmetric cryptography useable.

2.2.2.1 Principle

With asymmetric cryptography each party, i.e. A andB, has two keys: A private key PrK and a
public key PuK. The public key can be distributed to the world without any security concerns,
whereas the private key has to be kept confidential by the owner. Both keys are mathematically
related to each other.

3In addition, the same cryptosystem is assumed to be used.
4In 2010, the IEEE appointed the milestone “Invention of Public Key Cryptography” to James Ellis, Clifford

Cocks and Malcolm Williamson. They invented public key cryptography in 1975 at the British Government Com-
munications Headquarters. Unfortunately, they have not been able to publish their invention due to confidentiality
reasons [IEEb].
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(a) Encryption

(b) Authenticity

Figure 2.4: Principle of Asymmetric Cryptography

For encryption, the sender A uses the public key PuKB of B to encrypt data D and obtain
DPuKB

as shown in Figure 2.4(a). The receiver B can decrypt the encrypted data DPuKB
with

its private key PrKB and obtains D. Since, only B possesses PrKB no other party is able to
decrypt the data.

Asymmetric cryptography can be used not only for encryption of data (→ Figure 2.4(b)), but
also for signing data. Signing data allows verifying the authenticity of data, i.e. whether A is
actually the sender of the information or not. To sign data, A uses his private key PrKA to
encrypt an hash value H{D} of D and obtain H{D}PrKA

. B uses the public key PuKA of A
to decrypt the encrypted hash value H{D}PrKA

and compare this value against self-calculated
hash value H ′{D}. If H ′{D} = H{D} the transmitted data D originates from A.
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2.2.2.2 Certificates

Even if the public key needs not to be transported via a secure channel, it is required to verify
its authenticity. That means it has to be verified that PuKA actually belongs to A. If the
authenticity of a public key is not correctly verified, man in the middle (MitM) attacks render
possible [SGSC+08, Bur02]. The authenticity can be achieved by certificates. A trusted party
TP signs PuKA with its private key PrKTP and the designated name of A (→ Figure 2.5). It
thus certifies that PuKA belongs to A. This allows the verification of the authenticity of PuKA

with the public key PuKTP of TP and in turn requires to verify the authenticity of PuKTP
5.

The most common format for certificates is the ITU-T specified X.509 format [IT00]. Among
the public key of the subject (i.e. PuKA) and information about the subject (i.e. the distin-
guished name of A), details on the issuer of the certificate and its validity are stored.

2.2.2.3 Public Key Infrastructures

Certificates and public keys are managed by so-called Public Key Infrastructure (PKI). A PKI
consists of the technical infrastructure to

- enable users to verify the authenticity of presented certificates and the contained public
keys.

- create certificates.

- verify the validity of certificates, i.e. whether the public key has been revoked.

Certificate Authorities (CA) issue certificates with their private keys. The corresponding public
key of a CA represents the trust anchor and is used to verify all issued certificates. Therefore,
the authenticity of public keys is of uttermost importance. This is for example achieved by
built-in public keys in browsers and operating systems or by public keys distributed on smart
cards. Recently, [LL11] proposed additional mechanisms to deal with compromised CAs and
thus with forged certificates [Dig11].

2.3 Authentication

Authentication is an essential security mechanism that is of particular importance for identity
management systems. The aim of authentication mechanisms is to verify the identity of an en-
tity, i.e. to verify whether an entity is the one it pretends to be. Basically, three different means
to authenticate exist (→ Section 2.3.1). Section 2.3.2 details the usage of authentication means
by authentication mechanisms. Authentication mechanisms abstract from actual authentication
protocols that define the format and the order of exchanged messages to apply one or several au-
thentication means. In turn, an application can support several authentication protocols. In such

5The problem of verification of the certificates of trusted parties is achieved by the built-in of certificates into
software (e.g. Firefox) or operating systems (e.g. MS Windows)
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Figure 2.5: Certificates and Public Key Infrastructures

a case, mechanisms select one of the supported protocols (→ Section 2.3.3). If a combination
of several mechanisms is applied, it is called multifactor authentication (→ Section 2.3.4).

2.3.1 Means to Authenticate

In literature [O’G03, And07] it is common sense to distinguish between three different means
for authentication (→ Figure 2.6).

- Something you know
- Something you have
- Something you are

Independent of the authentication mean two entities participate in the authentication process.
The supplicant is the entity that wants to prove his identity and the authenticator is the entity
that verifies the claimed identity of the supplicant.

Something you know utilizes a shared secret that is known by both entities. The supplicant
presents the shared secret (directly or indirectly) to the authenticator in order to convince him.
Examples for shared secrets are username-password combinations. The username is an identi-
fier for the identity and the password is the shared secret used for authentication.

Something you have refers to “physical” credentials that an entity has. Prominent examples
are SIM cards used in mobile phones or one-time password generators6. Even if easy to copy,
X.509 certificates are in this category, too.

6An example for a one-time password generator is SecurID produced by RSA[RSA10].
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Figure 2.6: Overview on Credential Types

Something you are utilizes characteristics of the supplicant. In this case the supplicant is human
and characteristics are biometric properties, like iris codes or fingerprints. For more details on
biometric authentication it is referred to [And07, Cla11].

In addition, a fourth mean supporting authentication exists. Something you can do is required
to distinguish between humans and robots that perform actions on behalf of somebody else.
The human user is required to solve some kind of puzzle that is hard to solve for a machine but
easy solvable for a human. Such puzzles are called CAPTCHAs7 [HCR10, KZ09, BMM11].
Different kinds of CAPTCHAs protect web forms from the automatic submission, which might
cause a complex computation and potentially might result in a denial of service (DoS) attack.
CAPTCHAs have various weaknesses and do not represent an authentication mean on their
own. Since it is not possible to identify an entity with CAPTCHAs, they should only be used in
combination with other authentication means.

2.3.2 Authentication Mechanisms

A lot of different authentication mechanisms are in place. This section discusses (1) criteria to
distinguish the application of authentication mechanisms and (2) introduces three authentication
mechanisms in more detail: Password-based authentication, certificate-based authentication and
authentication based on SIM cards. Different authentication mechanisms have advantages and
disadvantages that make their application reasonable in dedicated contexts [O’G03, AW11]:

- OPEX and CAPEX: Each authentication method has costs. Hereby, operational expen-
ditures (OPEX) and capital expenditures (CAPEX) can be distinguished. Some authen-
tication methods require dedicated hardware, e.g. for fingerprint recognition appropriate
readers are required, that has to be purchased (i.e. capital expenditures). On the other
hand operation expenditures incur to deal for example with lost passwords.

7CAPTCHA is the abbreviation for Completely Automated Public Turing test to tell Computers and Humans
Apart.
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- Time and Effort for Authentication: If the authentication mechanism is complex and
requires a lot of interaction with the user a lot of time and effort is required, resulting in
a low usability. This has to be considered for biometric authentication [GMMJ11] and
multifactor authentication (→ Section 2.3.4).

- Security: Different authentication methods have different relative security characteristics.
This includes resistance against attacks, replacement of passwords/physical tokens and
others.

- Compatibility: New security mechanisms might impose requirements on the existing in-
frastructure. This might result in comprehensive changes and high cost. (E.g. if existing
printers do not support 802.1X, additional work flows have to deal with those printers or
investments in new printers are required.)

2.3.2.1 Password Based Mechanisms

Authentication based on a username-password combination is the most applied authentication
method [O’G03] from the perspective of the end user. Behind the scenes there are lots of
differences with respect to the implementation of the authentication mechanism.

Strength of Password: The selection of appropriate passwords is a challenge [DMR10, KRC06].
From the system perspective passwords should to be unguessable, as long as possible and
nowhere written down. Unguessable means that dictionary-attacks [PS02, Sei10] or similar
attacks [KRC06] must not be possible. With increasing length of passwords the keyspace is in-
creasing and thus the resistance against brute-force attacks. Large and unguessable passwords
are often hard to memorize and in consequence written down, which is of course contradicting.
If the user has to memorize several username-password combinations, this gets more challeng-
ing and led to the introduction of identity management systems (→ Section 3).

Transmission of Passwords: An authentication mechanism must not transport passwords in
cleartext over an unencrypted transmission channel. An eavesdropper can easily intercept the
password and impersonate the user. Passwords should only be transported across secure chan-
nels8 (→ Section 2.4.4.2) or not at all. Alternative mechanisms for example rely on challenge
response protocols (e.g. [RFC2195]).

Storage of Passwords: Storage of passwords with the authenticator represents another security
threat. If possible, passwords should not be stored in cleartext. Depending on the authentication
method it might be sufficient to store hash values of the password (e.g. in case of the Linux
operating system).

2.3.2.2 Certificate Based Mechanisms

Certificates and corresponding public/private keys are in use for security-critical infrastructures
and for example employed for the authentication against company virtual private networks

8Secure channels use mutual authentication, encryption and integrity protection.
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(VPN) [Che01]. Various protocols (e.g. Transport Layer Security (TLS) [RFC5246], Secure
Shell (SSH) [RFC4252]) support authentication based on certificates.

2.3.2.3 SIM-card Based Mechanisms

Each mobile phone contains a Subscriber Identity Module (SIM) for authentication against the
network of the mobile operator. The SIM card is an electronic component that contains a shared
secret that is only known by the mobile operator. Based on a challenge response mechanism
the mobile phone authenticates with the shared secret against the mobile operator. In networks
based on GSM technology, only the mobile phone authenticates against the mobile operator.
With the introduction of UMTS technology, mutual authentication [Koi04, BHHN02] takes
place to avoid International Mobile Subscriber Identity (IMSI) catching attacks [Mit01, MW04].

Even if the GSM authentication contains several security flaws [Lor03], the authentication in-
frastructure is outstanding. By the principle of roaming it is almost worldwide possible to
authenticate against the mobile operator. In addition, the deployed SIM cards provide opportu-
nities towards extensions. For example with the Generic Authentication Architecture (GAA) /
Generic Bootstrapping Architecture (GBA) [3gpa] it is possible to support additional authenti-
cation methods towards 3rd parties, e.g. certificates [3gpb].

2.3.3 Selection of Authentication Mechanism

Selection of authentication mechanism is required in two different cases. First, if more than
one authentication mechanism is available, the supplicant and the authenticator have to agree
on one authentication method, which both support. Many existing protocols support more than
one authentication method (e.g. TLS [RFC5246], SSH [RFC4252]) and provide a negotiation
mechanism to select one of the supported methods. In a similar way many protocols (e.g. In-
ternet Message Access Protocol (IMAP) [RFC3501], Lightweight Directory Access Protocol
(LDAP) [RFC4511], eXtensible Message and Presence Protocol (XMPP) [RFC6120]) rely on
the Simple Authentication and Security Layer (SASL) [RFC4422], which provides an abstrac-
tion layer for authentication itself and for the negotiation of authentication methods. If the
authenticator and the supplicant have equal rights during the negotiation, downgrading to the
weakest authentication mechanism has to be considered. For example, if both, the authentica-
tor and the supplicant, support a certificate based mechanism and a username/password based
mechanism, the supplicant might downgrade the authentication to the username/password based
mechanism.

Second, if a service provider (SP) relies on a specific method the client has to use the requested
authentication method. Reasons for a SP to impose specific authentication methods are driven
by security needs. In particular if the SP does not perform the authentication on its own and
relies on a 3rd party9 the quality of the performed authentication is important. A mechanism for
a SP to specify the requested authentication method is called Authentication Context [Aut05]
(→ Figure 2.7). The SP maps such an Authentication Context (→ Section 2.7) with its own

9The 3rd party is the Identity Provider in Section 3.
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domain-specific knowledge of the Level of Assurance (LoA) [SCLGS08] that gives confidence
in the value of the performed authentication procedure.

Figure 2.7: Authentication Context and Level of Assurance

2.3.4 Multifactor Authentication

Multifactor authentication means that the authenticator uses more than one authentication
method [O’G03, Bea06] to authenticate the supplicant. Multifactor authentication provides
the following degrees of freedom:

(1) Types of Authentication Methods: If the authenticator uses at least two authentication meth-
ods, the authentication methods can be identical or different ones. For example, if the supplicant
requires the input of two different passwords, the same authentication method is used twice. Us-
age of different authentication methods, e.g. authentication with a smart card and a password,
benefits from the individual advantages of each method and compensates the disadvantages.

(2) Order of Application: The authentication methods can be either applied in sequence or
in parallel with respect to feedback to the supplicant. In case of sequential application, the
supplicant gets immediately feedback whether the authentication was successful or not and
proceeds with the next authentication method. In case of parallel application no feedback is
provided, which of the authentication methods failed. The parallel application is more secure,
because an attacker does not gain any knowledge about which one failed. From the perspective
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Figure 2.8: Security Functionality on Different Layers

of the authorized user, the sequential application provides a higher degree of usability, because
he can identify the failed method.

If properly implemented, it is commonly agreed that multifactor authentication increases the
overall security [Hen06] with the drawback of decreased usability [GMMJ11, AW11].

2.4 Security Protocols on Different Layers

Security protocols are the concrete realization of security mechanisms. Since each layer of the
ISO/OSI stack [TW10] requires security mechanisms, various protocols have been specified.
[SRC84] examined the motivation to have security protocols on different layers. In the follow-
ing, the classification in Section 2.4.1 breaks down existing security protocols according to the
provided functionality. Afterwards, Section 2.4.2 to Section 2.4.4 introduce security protocols
that are relevant for the remaining thesis.

2.4.1 Classification

Figure 2.8 separates the functionality of existing security protocols that are applied on different
layers of the ISO/OSI stack into three function classes: Authentication, Key Management, and
Encryption. Often real world protocols integrate the functionality of different function classes.
For example TLS [RFC5246] and 802.11i [IEEc, Ben10] integrate all three classes into single
protocols. Figure 2.8 indicates the layer for which the security protocol provides the corre-
sponding functionality. It is not mandatory that the security protocol operates on the same
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layer. For example the IKEv2 [RFC4306] protocol works on top of the UDP protocol, i.e. on
the transport layer.

2.4.1.1 Authentication

Authentication protocols make it possible to establish confidence into the identity of a user.
As already introduced above various authentication methods exist. An authentication protocol
defines the information and the order of the exchanged information for (mutual) authentication.
In addition to pure authentication protocols, authentication frameworks exist that support more
than one authentication protocol. Table 2.1 gives an overview of security protocols that provide
authentication functionality.

Table 2.1: Examples for Authentication Protocols

Protocol Explanation
802.11i Integrates various authentication mechanisms, e.g. shared keys, and

provides functionality for key management for the application in Wire-
less LANs [IEE07]

SASL [RFC4422] Provides a framework for various authentication protocols
IKEv2 [RFC4306] The Internet Key Exchange version 2 (IKEv2) provides authentication

and key management functionality. It is used in conjunction with IP
Security (IPSec) [RFC4301]

802.1X [IEEa] and
EAP [RFC3748]

→ Section 2.4.2

TLS → Section 2.4.3
Web Forms → Section 2.4.4.2
HTTP Auth → Section 2.4.4.1

2.4.1.2 Key Management

A key management protocol is responsible for the negotiation of the applied encryption algo-
rithms as well as for the establishment of a shared symmetric key, e.g. by means of the Diffie-
Hellmann algorithm [DH76]. Table 2.2 shows examples for security protocols that provide key
management functionality.

Table 2.2: Examples for Key Management Protocols

Protocol Explanation
802.11i → Table 2.1
EAP → Section 2.4.2
IKEv2 → Table 2.1
TLS → Section 2.4.3
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2.4.1.3 Encryption

For the exchange of encrypted messages, it is required to identify the corresponding security as-
sociation. This is typically achieved by additional header fields. Table 2.3 enumerates examples
for protocols that apply encryption.

Table 2.3: Examples for Protocols that use Encryption

Protocol Explanation
802.11i → Table 2.1
802.1AE IEEE standard for the encryption of Ethernet frames
IPSec IETF standard for the encryption of IP packets
TLS → Section 2.4.3

2.4.2 802.1X and EAP

The combination of 802.1X and the Extensible Authentication Protocol (EAP) is one example
for a security solution on the data link layer. It is provides network access control of user devices
in Ethernet networks.

802.1X defines the transport of EAP message as well as the concept of port based access control.
First, the switch port to which the user device is connected works with restricted connectivity.
All frames are discarded with exception of frames containing EAP messages. After successful
authentication by one of the EAP authentication methods, full network access is granted.

Figure 2.9 shows a typical scenario for the application of 802.1X and EAP. The user’s device,
which has the role of the supplicant, is connected via Ethernet to a switch, which has the role
of the authenticator. Both use 802.1X EAP over LAN (EAPOL) for the exchange of EAP
messages. The authenticator decapsulates the EAP messages, encapsulates them in Diameter
[RFC3588] or Radius [RFC2865] protocol messages and forwards them to an authentication
server. Typically, the authentication server connects with a directory containing user accounts
to verify the presented authentication credentials. Often an LDAP server realizes the user di-
rectory.

2.4.3 Transport Layer Security

The Transport Layer Security (TLS) [RFC5246] protocol provides authenticity, integrity protec-
tion as well as confidentiality on top of the transport layer. TLS is the successor of the Secure
Socket Layer (SSL) protocol [FKK96] that has been developed and introduced by Netscape
with its browser Netscape Navigator. With the rise of the Web for the exchange of information
between different parties the need for security on the transport layer became obvious. In partic-
ular to enable e-commerce it was necessary to enable secure communication between customer
and retailer.

TLS is a flexible protocol on top of TCP. It has the following key characteristics:
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Figure 2.9: Application Scenario for 802.1X and EAP

Figure 2.10: Structure of TLS Protocol

- Establishment of secure communication channels
- Authentication of communication partners (server only or mutual)
- Negotiation and selection of encryption algorithms
- Resumption of secure sessions

TLS is a layered protocol (→ Figure 2.10). It consists of the so-called Record Layer that is
responsible for demultiplexing four different subprotocols on top:

- TLS Handshake protocol: Establishes or resumes the secure channel, i.e. authentication
of communication partners and selection of encryption algorithms.

- TLS Alert protocol: Informs the communication partner about erroneous conditions. In
some cases the secure channel is closed immediately after sending the message.

- TLS Change Cipherspec protocol: Informs the communication partner that all following
messages will be encrypted using the specified cipher algorithm.

- TLS Application Data protocol: Transports the application data. This protocol is only
needed to distinguish application data from the control protocol data units (PDU) of the
TLS Handshake, Alert, and Change Cipherspec protocol.

Figure 2.11 illustrates the basic message exchange for the establishment of a secure channel and
shows the interworking of the introduced subprotocols. Upon successful establishment of a TCP



2.4 Security Protocols on Different Layers 21

connection, the client sends a CLIENT_HELLO message to the server and informs the server
about the supported encryption algorithms (→ CIPHER_SPEC). The server responds with a
corresponding SERVER_HELLO message including the supported encryption algorithms and a
SERVER_CERTIFICATE message containing the X.509 certificate10 of the server. If the client
verifies the certificate successfully, it responds with a CHANGE_CIPHER_SPEC message to
inform the server about the selected encryption algorithm and provides required keying material
(→ CLIENT_KEY_EXCHANGE). Finally, the server confirms the encryption algorithm and
terminates the handshake with a FINISHED message. Eventually, the client and the server have
established an authenticated and encrypted connection.

Figure 2.11: Establishment of a TLS Connection

Today, TLS is the de facto standard for securing the exchange of information between different
parties in the World Wide Web. The security TLS provides strongly depends on the verification
of the X.509 certificate that the server provides during the initial handshake. The client has to
successfully verify the provided certificate in order to prevent MitM attacks.

2.4.4 Application Layer Authentication

On the application layer three authentication mechanisms are prevalent. In the WWW Hypertext
Transfer Protocol (HTTP) authentication (→ Section 2.4.4.1) and the authentication by web
forms (→ Section 2.4.4.2) are dominating. Other services on the application layer, like email
(IMAP [RFC3501], SMTP [RFC5321]) or instant messaging (XMPP [RFC6120]), use SASL
[RFC4422].

10Including the complete certificate chain
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2.4.4.1 Hypertext Transfer Protocol Authentication

HTTP authentication [RFC2617] extends HTTP with mechanisms to identify and authenticate
users. It specifies two authentication protocols: HTTP Basic Authentication and HTTP Digest
Authentication.

HTTP Basic Authentication (→ Figure 2.12(a)) represents the most simple authentication proto-
col. If the user requests a protected resource, the web server responds with a “401 Authorization
required” message. This message forces the client (i.e. the web browser) to display an authen-
tication dialog to enter the username and the corresponding password. The client attaches the
username and the password cleartext11 to all following messages to the web server. This is a
severe security weakness, because the username and the password can be easily intercepted.
In addition, HTTP Basic Authentication is vulnerable to MitM attacks. In consequence, HTTP
Basic Authentication should only be used on top of encrypted and authenticated communication
channels, e.g. on top of TLS. By adding the username and the password to every client request,
the client and server implicitly create a session.

HTTP Digest Authentication avoids the transfer of cleartext passwords. It creates a hash
value12 of the concatenation of the username, the password and a couple of other pieces of data
(e.g. nonces, to prevent replay attacks) and attaches the hash value to all messages. (→ Fig-
ure 2.12(b)). The client recalculates the hash value for every request with a nonce provided by
the server. Thus replay attacks can be prevented. However, HTTP Digest Authentication is still
vulnerable to MitM attacks and should only be used on trusted networks or on top of a protocol
that authenticates the web server, e.g. TLS.

2.4.4.2 Authentication by Web Forms

Web forms are part of Hypertext Markup Language (HTML) [w3c99] based web pages and
allow the user to enter information and submit them to the web server. This mechanism also
allows authenticating users by means of username and password. Since the information entered
in web forms is not encrypted, it is required to use TLS as the underlying protocol. TLS provides
the additional advantage that the web browser can authenticate the web server before submitting
information. If the client successfully verifies the presented certificate, it is possible to prevent
MitM middle attacks.

After successful authentication, the web server issues a so-called cookie [RFC2965], which
the web browser stores either persistently or volatilely. The cookie is attached to all future
requests to the same web server and allows the setup of a session between a client and server.
The transmission of cookies has to be protected to avoid potential attacks by cookie stealing
[WW10]. TLS provides adequate protection of cookies. With a stolen cookie an attacker is in
the position to hijack a web session and consume services on behalf of the original user.

11The username and the password are concatenated and Base 64 [RFC4648] encoded, i.e. the username and
password can be decoded without additional knowledge.

12HTTP Digest applies the Message Digest algorithm number 5 (MD5).
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(a) HTTP Basic Authentication

(b) HTTP Digest Authentication

Figure 2.12: HTTP Authentication
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2.4.4.3 Simple Authentication and Security Layer

To avoid that every application layer protocol that depends on authentication implements its
own authentication mechanisms, [RFC4422] defines SASL. Various application layer proto-
cols (e.g. IMAP [RFC3501]) integrate SASL. Using SASL has the advantage that it provides
well examined authentication mechanisms and thus avoids protocol design and implementation
errors.

2.5 Design and Evaluation of Secure Systems

Industry, standardization bodies and research proposed many methods to incorporate security
into the system design. Moreover various organizations proposed methods and best practices to
evaluate the security of existing systems. Section 2.5.1 provides a classification of these meth-
ods and Section 2.5.2 continues with selected methods and standards for secure system design.
Section 2.5.3 and Section 2.5.4 introduce approaches for security evaluation from the standard-
ization and from the research perspective. Finally, Section 2.5.5 introduces the approach that is
applied within this thesis for the design and evaluation of system security.

2.5.1 Classification

Existing methods can be classified according to the following criteria:

- Category: To which category does the appplied method for the design and evaluation of
the system belong?

- Phase of Development Lifecycle: During which phase of the development lifecycle can
the method be applied?

- Audience: Who are the users of the method?

- Degree of Formalism: How much formalism is applied?

- Manageability: How much effort is required to apply or to reapply the methods?

- Usefulness: How usable is the method?

Category: [Bas93, Sip05] categorize methods for security evaluation into three and five gener-
ations, respectively. Since the term generation implies that the (x+ 1)th generation supersedes
the xth generation, the term category replaces in the following the term generation to indicate
that all generations of methods are still in use. Figure 2.13 shows an adapted version of the three
category model introduced by Baskerville [Bas93]. The categories partially reflect the historical
evolution, i.e. at least one method of the 1st category has been known before any method of the
2nd category.
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Figure 2.13: Overview of Security Methods

- 1st Category: Contains rather strict process models. Among them are simple check lists
that consider for example the pure existence of certain security functionality.

- 2nd Category: Represents mechanistic engineering methods that have among others
been inspired by methods of requirements engineering. Examples for such methods are
Schneier’s attack trees [Sch99] or the UMLSec approach [Jür04].

- 3rd Category: Formal methods allow the verification of security properties with the help
of formal models that represent an abstract view on the original system.

Phase of Development Lifecycle: Evaluation methods can be applied in various phases of the
development lifecycle, which distinguishes the following phases:

- Requirement Specification Phase: During the requirement specification phase, security
requirements are defined. The latter evaluation method can guide the definition of security
requirements. For example, it might be necessary to document security requirements in
an appropriate form or to define requirements on the evaluation itself.

- Design and Implementation Phase: During the design and implementation phase, it is has
to be verified that the specified security requirements are correctly considered. Moreover,
the design and implementation process directly impacts the evaluation. For example for
the evaluation it might be necessary to document the implementation appropriately or to
have early prototypes.

- Test and Evaluation Phase: In addition to the fulfillment of functional and security re-
quirements, additional tests, e.g. penetration tests, are the prerequisite of successful eval-
uation of productive systems.

Audience: During the different phases of the development lifecycle, different stakeholders exist
that have different interests. Is it is possible to distinguish three stakeholders:

- User (Customer): The user of the system or the client that ordered the system influences
the development as well as the later evaluation. The user is involved in the requirement
specification as well as in the setup of evaluation goals.
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- Developer: The developer realizes the security requirements by an appropriate system
design. Moreover, he creates the required documentation and complies with specified
development processes to fulfill the prerequisites of a successful evaluation.

- Evaluator: The system evaluator is involved after the system has been finished and takes
the system as well as all processes that have been used to create the system and the
corresponding documentation into account. After successful evaluation the product might
become certified according to well-defined criteria (→ Section 2.5.3).

Formalism: The design and evaluation methods differ in the applied formalism. Basically, it
holds that the more formal the method the more effort is required.

- informal: The requirements, the design as well as the evaluation is not well documented
and specified.

- semi-formal: During all phases of the system development, specifications and documen-
tation are created which allows the reconstruction of all steps. In most cases process
models guide the creation of all specifications. An example for a semi-formal notation
used during the design of systems is the Unified Modeling Language (UML) [UML09].

- formal: Formal methods use mathematical methods to represent the system or parts of
it. [BH06] distinguishes three different levels of formalization according to their usage
within the development lifecycle. From the lowest level of formal specification to the
highest level of machine-checkable proofing, the effort to establish the formal model and
the possible proofs increases. That means if more proofs should be possible, a more for-
mal and more comprehensive description is required. The formality and the comprehen-
siveness of the model directly results in more effort and thus cost. Moreover, the creation
of a formal model represents a challenge on its own regarding correctness. [PLÓCGS11]
showed that formal methods and the corresponding proofs are only feasible with abstrac-
tion. And even with abstraction it was only possible to prove simple statements. [PW04]
pointed out additional problems regarding the modularity and layering of security mech-
anisms and the resulting dependencies between the layers.

Manageability: The manageability represents the effort to apply a method. If it is not easy to
integrate the method into the development process, the manageability would be very low. For
example, if the method requires a completely decoupled model of the system, a lot of effort
would be required to keep the implementation and the model consistent.

Usefulness: The usefulness of a method depends on the achievable results in relation to the
required effort. For example some formal methods have a lack of usefulness, because the ab-
stracted model is too far from the original system and is thus simplified and restricted.

2.5.2 Approaches for Secure System Design

System design has to consider security from the beginning of the system design [DS00,
MGM03]. Considering security as an afterthought is not an appropriate design decision due
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Figure 2.14: Secure System Design

to several reasons. First, security and security functionality leads to additional functional and
non-functional requirements. Consideration of additional and changed requirements is known
to be a critical factor of the success of software projects [Cha05]. Second, considering security
from the beginning allows the consideration of design decisions with respect to their security
impact. It enables the early identification and mitigation of threats. Finally, the interconnection
of systems (e.g. by the Internet) made it essential to consider security from the beginning. Sys-
tems are not running independently from each other and not in isolated environments anymore.
Recent attacks on industrial communication systems that got interconnected substantiate the
need for security [CAN11, Lan11].

Figure 2.14 shows four essential concepts to consider security during the system design: Se-
curity Principles, System Development Processes, Security Patterns and Secure Coding. The
following subsections introduce each of the concepts and provide references on related work.

2.5.2.1 Security Principles

Security principles are the foundation for all decisions within the design process. [SS75] de-
scribed as one of the first design principles for the protection of computer systems and thus
for secure system engineering. The eight postulated design principles are still valid today
[Mei08, BG05, Bis04] and should underpin the design of ICT systems.

- Economy of Mechanism: Designed security functionality should be as simple as possible.
This simplifies the validation of the correctness of the provided functionality and thus the
robustness against attacks.

- Fail Safe Defaults: By default, a secure system should not permit anything. An explicit
action must be necessary to grant the required permissions.

- Complete Mediation: There must be no possibility to access resources without appropri-
ate permission checking.

- Open Design: It must be assumed that an attacker has access to the system design and
architecture, and to the corresponding source code. This knowledge must not be ex-
ploitable by an attacker. In other words, the security of a system must not depend on the
confidentiality of the system or mechanism itself, i.e. security by obscurity.

- Separation of Privilege: For security critical actions, separation of privileges is an appro-
priate mechanism. Privileges can be separated across different persons or mechanisms.
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For example it may be necessary to enter a password to trigger an action and confirm the
process in an additional step.

- Least Privilege: A user should only have the permissions that are actually required. Ad-
ditional and in particular not required permissions create additional security threats.

- Least Common Mechanism: Mechanisms should be designed in a way that implicit in-
teractions between different parties are only required if absolutely necessary. An implicit
interaction between different parties enables hidden channels.

- Psychological Acceptance: User must accept security mechanisms. For successful secu-
rity mechanisms it is essential that these mechanisms provide a high degree of usability.

[Mei08] suggests extending these principles with:

- Don’t Trust User Input: Sanity checks are required on all entered user data. This be-
comes in particular obvious and painful with web applications and SQL injection attacks
[WW10].

- Assume External Systems are Insecure: If external systems or communication partners
are not known one has to assume that they are insecure and not trustworthy.

- Reduce Surface Area: The number of interfaces that are exposed to the outside should be
restricted to a minimum. Every additional interface is subject to attacks. This includes
disabling features that are not required in order to keep the surface to a minimum.

2.5.2.2 Security Patterns

Based on the well known approach of software patterns [GHJV94], various authors [S+06,
SNL05] defined so-called security patterns. Security patterns reflect architectural principles to
realize security functionality. Security patterns help to avoid common design flaws by reapply-
ing well-known practices to design problems. Therefore, security patterns can be considered as
the realization of security principles.

2.5.2.3 System Development Process

Software development is a complex process. To handle this complexity software development
processes, like the waterfall model or SCRUM, emerged [Bal09, Som10]. These software de-
velopment processes do not consider dedicated phases or tasks concerning security. Various
proposals [HL06, NIS, C+06, McG06, Dau10] address this shortcoming by extended software
development processes that take security related activities into account.

Microsoft proposed the Security Development Lifecyle (SDL) [HL06]. It is a well-defined pro-
cess for the development of secure software. It has been used for the development of several
Microsoft operating systems. It covers various security activities. Among them is threat mod-
eling using the STRIDE methodology [HLOS06]. STRIDE is the abbreviation for Spoofing,
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Tampering, Repudiation, Information Disclosure, Denial of Service, and Elevation of Privi-
leges. STRIDE identifies the assets of a system with data flow diagrams [Bal09] and checks
for all assets whether a threat exists. Hereby, threats according to the STRIDE abbreviation are
systematically identified for all assets.

The Open Web Application Security Project (OWASP) has also identified the need to extend
the software development process. It defined the Comprehensive, Lightweight, Application Se-
curity Process (CLASP) [C+06]. In addition to SDL it considers security metrics and provides
an overview on common mistakes in software design.

McGraw defined the Touchpoint process [McG06]. It originates from a set of best-practices
and integrates a risk management approach. From a vendor and community neutral perspec-
tive NIST specifies security considerations in the software development for federal agencies
[NIS]. For a detailed comparison of the above introduced development processes, it is referred
to [DWSB+09]. Moreover various contributions from the research community take secure soft-
ware design into account [Jür04].

2.5.2.4 Secure Coding

One particular activity within the software development process is implementation. The de-
signed architecture is realized by implementing source code in a dedicated programming lan-
guage. Depending on the programming language it is important to consider secure program-
ming techniques. In particular languages like C and C++ are subject to various attacks (e.g.
buffer overflows [One96]). With the selection of another programming language (e.g. Java, C#)
many vulnerabilities can be avoided.

If insecure programming languages are required, the usage of programming guidelines (e.g.
[Sea09]) allows the prevention of the most prominent programming flaws. Moreover, code
reviews or static code analysis tools [CM04] support the detection of existing vulnerabilities.

2.5.3 Standardized Frameworks for Security Evaluation

For evaluation of IT infrastructures and communication networks several standards exist. In
1983 US government published the Trusted Computer System Evaluation Criteria (TCSEC)13.
It was the first standard for the evaluation of IT security and had the drawback that only the
existence of security mechanisms was checked. It did not consider the strength of the mecha-
nisms (e.g. whether the key length is sufficient). As Figure 2.15 illustrates, it was the ancestor
for the development of IT security standards in particular in Europe. This heterogeneity of stan-
dards from different countries represented a major drawback for equipment and system man-
ufacturers, because the security evaluation and the corresponding certification were necessary
according to each standard individually. This led first to a homogenization within Europe by
the publication of the Information Technology Security Evaluation Criteria (ITSEC) standard
in 1991. Since 1998, it is globally superseded by the Common Criteria (CC) standard.

13It is also known as the Orange Book



30 Chapter 2. Fundamentals of Security

Figure 2.15: Historical Evolution of IT Security Standards

2.5.3.1 Common Criteria

The Common Criteria standard [CCPa, CCPb, CCPc, CCC] is the most important standard
for security evaluation. The latest version, i.e. Version 3.1, represents the groundwork for the
evaluation of IT products by certified organizations. In Germany, the German Federal Office for
Information Security14 (BSI) is responsible for CC evaluation. Due to harmonization reasons,
Common Criteria is published as a set of ISO standards [ISOb, ISOc, ISOd].

For the evaluation of IT products, it considers not only the product itself but also the methods
used during the development as well the produced documentation. It distinguishes seven Eval-
uation Assurance Levels (EAL). EAL 1 has the lowest evaluation requirements in contrast to
EAL 7, which has the highest requirements. Table 2.4 provides an overview on the different
EAL.

2.5.3.2 BSI IT-Grundschutz Catalogues

The German Federal Office for Information Security has published guidelines for the protection
of information and communication systems [BSI05]15[BSI11]16. These guidelines serve indi-
rectly for a security evaluation. In combination with [BSI08a, BSI08b, BSI08c, BSI08d] it is
possible to evaluate the security of an IT system.

2.5.4 Research Approaches

In research, various approaches for the evaluation of the system security exist, which can be
applied at different stages of the system development.

14Bundesamt für Sicherheit in der Informationstechnik (BSI)
15Only an older version of the IT-Grundschutz Catalogues is available in English
16The latest version of the IT-Grundschutz-Kataloge is only available in German.
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Table 2.4: Overview on Common Criteria Evaluation Assurance Level

EAL Name Requirements
1 Functionally tested · Statement about security functionality
2 Structurally tested · Security requirements derived from threat analysis

· Functional and interface specification
· Systematic testing

3 Methodically tested
and checked

· Sound development practices
· No substantial re-engineering

4
Methodically designed,
tested and reviewed

·Modular design with separation of functionality
· Security architecture description
· Partial checks of implementation
· Independent vulnerability assessment

5 Semiformally designed
and tested

· Semiformal representation of design (UML models, ....)
· Evaluation of covert channels

6 Semiformally verified
design and tested

· Systematic evaluation of design

7 Formally verified de-
sign and tested

· Functional verification on low level

2.5.4.1 Model-Based Security Engineering

Model-driven software engineering is an approach to develop software by means of models. An
abstract model is created that is stepwise refined towards running code. UML [UML09] is one
technique to specify software systems by means of visual models.

UML does not allow the specification of aspects like performance and security. Therefore,
such aspects cannot be considered during the development process. Several proposals exist
that exploit the extensibility of UML to specify performance and security requirements and
characteristics. Smith et al. [SW01, MS10] have developed an approach to annotate UML
diagrams with performance requirements. Such annotations enable the evaluation of the system
performance in all stages of the development process.

UMLSec [Jür04] extends UML to consider security requirements during the design phase and
evaluates security properties of the design before implementation. Thus, security flaws and
weaknesses can be detected and corrected in an early design stage. UMLSec specifies addi-
tional stereotypes, tags and constraints to annotate class diagrams, activity diagrams, deploy-
ment diagrams as well as message sequence charts. With these annotations it is possible to
formally verify specified security properties with the support of tools. UMLSec is a promising
method for systems that are developed from scratch or of limited size. In particular, it is well
suited for the evaluation of cryptographic protocols [GHJW03]. In case of complex systems,
i.e. many distributed components that make use of different protocols, using UMLSec would
require to model the behavior of all components. For already existing systems, the effort to
create a corresponding model is quite high.
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Figure 2.16: Exemplary Attack Tree

2.5.4.2 Attack Trees

The attack tree [Sch99] methodology has its foundation in the fault tree formalism [Eri99]
developed at Bell laboratories. Fault trees allow the modeling of the reliability of systems or
parts of a system. In contrast attack trees can describe the different ways to attack a system.

Attack trees are a hierarchical approach to model all steps required to render an attack possible.
The root node R of an attack tree specifies the overall goal of a potential attack. Each subnode
S1,i of the root node (i.e. level 1) represents one possible step to achieve the overall goal.
For example, to achieve the goal R given in Figure 2.16, the attacker could perform any step
S1,x with x ∈ 1, 2, · · · , i. In turn, subnodes of level 2 detail necessary steps to achieve the
corresponding step on level 1. With attack trees it is also possible to model AND conjunctions.
To achieve step S1,2, it is necessary to perform step S2,2 and S2,3.

Any path through an attack tree from the root node to the leaf nodes describes one possible
attack. Each path requires a different effort to be exploited by an attacker and thus has a different
exploitation probability. The effort per path can only be quantified by estimating the cost to
accomplish the steps described by the leaf nodes. Based on the cost of the leaf nodes, the
overall path costs can be calculated. The path with the minimum cost is the most likely attack
path and dominates the potential risk to be attacked.

The creation of attack trees is difficult. In particular the completeness cannot be proven and
strongly depends on the experience of the creator. As well, the quantification of the exploitation
effort can only be estimated. Recent approaches have extended attack trees towards to attack
graphs and their evaluation [OB06, HZO+11].

2.5.5 Design and Evaluation Approach

Figure 2.17 defines the process, which is applied within in this thesis, for the design of se-
curity features and the corresponding evaluation of the multi-device IdM architecture. This
process is based on various best practice documents and adapted to our needs. The functional
requirements derived in Section 4.3.3 and the usage and application scenarios introduced in
Section 4.1 provide the first input for the elicitation and specification of security requirements
in Section 4.4.5. This process starts with the identification of assets (→ Section 4.4.2). Based
on the asset identification, the STRIDE methodology identifies threats (→ Section 4.4.3). Af-
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terwards a prioritization of the threats according to defined criteria takes place. Based on the
prioritized threads, corresponding security requirements will be identified in Section 4.4.5.

The design and implementation phase addresses all requirements. In case of security require-
ments, appropriate security mechanisms have to be identified, classified, and appropriate ones
have to be selected.

The security evaluation consists of three different subphases that have to be passed. First, the
established security requirements will be verified. Second, the existing assets are reconciled
and extended if the designed architecture results in new assets. If new assets will be identified,
a corresponding threat analysis needs to be performed. In the second subphase, the process
identifies attack scenarios and analyzes them regarding existing security mechanisms. The third
subphase evaluates the security of the designed system with respect to use cases that have not
been in scope of the design. This is useful to identify potential limits of the system.
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Figure 2.17: Phases of Security Engineering and Evaluation



3 Fundamentals of Identity Management

In the strict sense, identity management (IdM) is a set of security techniques that deals with
the identification of identities in systems. Identification is required to grant access to resources.
The identification is called authentication, if methods are applied to verify the identity (→ Sec-
tion 2.3). In a wider sense, this chapter shows that IdM comprises additional aspects beyond
technical security mechanisms.

IdM is important in different application areas. For instance, Internet SPs use IdM to identify
customers. Companies use IdM to make services in a controlled way available to employees
and partners. Recently, IdM got attention with the introduction of cloud systems [Old11] and
the smart grid initiatives [ME10, DRHH10, FB11]. Hereby, IdM and the introduction of cor-
responding IdM systems have a high priority in the IT sector [Mes10] and among the various
software vendors [Fol11].

Figure 3.1 illustrates the structure of this chapter. Section 3.1 introduces basic terminology, mo-
tivates the introduction of IdM systems and provides an overview on the different facets of IdM
including non-technical aspects. The reference architecture in Section 3.2 focuses on the tech-
nical aspects of IdM systems and shows the work flows conducted between the different IdM
roles that are relevant for this thesis. Section 3.3 provides an overview on the basic technologies
that IdM systems rely on. These are the Security Assertion Markup Language (SAML) and the
Web Service (WS) Federation framework. Based on this, Section 3.4 introduces existing IdM
systems and Section 3.5 provides an overview on existing work regarding security and vulnera-

Figure 3.1: Chapter Outline
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bilities of IdM systems. Based on the reference architecture, Section 3.6 discusses related work
regarding the extension of IdM systems to multiple devices, which is the core of this thesis.

3.1 Introduction

After introducing IdM terminology in Section 3.1.1, Section 3.1.2 details the motivation for the
introduction of IdM systems. Finally, Section 3.1.3 addresses facets beyond technology of IdM.

3.1.1 Terminology

As introduced above IdM deals with the identification of identities in technical systems. An IdM
system represents the technical realization of IdM and provides concrete technical mechanisms
for the identification of identities. This includes authentication protocols, identifier resolution,
et cetera.

The term identity has different meanings depending on the considered area of research
[Cam04, GV08, PH10]. The focus of this thesis is on technical aspects of IdM. Therefore,
Figure 3.2 illustrates the used terminology with respect to identities. Entities request resources
within technical systems. Entities are natural persons, machines, or software programs. In the
following the focus is put on natural persons, i.e. users that request resources by means of de-
vices (e.g. notebooks, smartphones). IdM systems represent each entity by digital identities, in
the remainder called identities. An identity has an identifier and associated attributes [Win05]
that reflect the characteristics of the corresponding entity. In case of natural persons, associated
attributes can be the age or the postal address. Since private information is associated with
identities, privacy has to be considered. Therefore, the term virtual identity [S+08] or partial
identity [CK01, JKZ02] has been introduced to reflect the possibility to select an identity that
fits most appropriately to the context (→ Section 3.2.2.5).

Figure 3.2: Natural and Digital Identities

3.1.2 Motivation

IdM systems are relevant in three different areas (→ Figure 3.3). In the Internet, users are faced
with different services provided by different service providers (SP). Many SPs force users to
create accounts, consisting of an identifier, a password and user attributes. The identifier, which
is the username, and the password are used for authentication. According to the definition
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Figure 3.3: Different Application Areas of Identity Management

above, each account represents an identity. The SP’s system to manage the identities is the
corresponding IdM system. Without additional mechanisms, IdM systems of different SPs are
isolated [J+05]. With an increasing number of SPs the user has to memorize an increasing
number of identities. This results in two problems:

- Usability: Beside the memorization problem itself, the user has to individually authen-
ticate for each service by typing the username/password combination or executing other
authentication methods. This represents a decrease of convenience and thus a decrease of
usability.

- Security: As a consequence of the memorization problem, users tend to reuse the same
username/password combination with different SPs. This makes the user vulnerable to
various attacks. Among them are impersonification attacks by malicious SPs, phish-
ing1 attacks and attacks against the SP’s user database that often stores user passwords in
cleartext, as recently exploited [Hun11, Gil11].

Federated IdM systems [Cha09] introduce a so-called identity provider (IdP). SPs trust the IdP,
which performs the authentication on behalf of the SPs. This increases usability and security.
There is an increase of usability, because several services can be used based on one authentica-
tion with the IdP and because the user does not have to memorize different accounts. Security
is increased, because strong authentication mechanisms that are used with the IdP can protect
the identity of the user. However, federated IdM introduces a privacy problem. The IdP obtains
information about all SPs that are used by the user. Usage of several identities with the IdP can
protect the privacy of the user [BNP+08].

Similar motivations hold for companies that provide several services and make them internally
available to their employees. Within companies various departments are responsible for the
operation of services. In consequence different authentication credentials are required for each
service. Thus the usability and the security problem also hold for companies. In addition, the in-
troduction of IdM systems can reduce the administration effort to manage different accounts for

1Pishing is a so-called portmanteau word consisting of “password” and “fishing”
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the employees. Another focus of companies with respect to IdM are directory services and ac-
cess management. Directory services like LDAP [RFC4150] or Active Directory [DRALN08]
allow the maintenance of employee identities. Access management enables the management of
authorizations based on concepts like role based access control (RBAC) [SCFY96]. If employ-
ees of other companies have to access the service, IdM systems represent a solution to reduce
the administration effort.

Finally, IdM is important for governments. The issuance of passports is equivalent to the
creation of identities, which comprise an identifier and associated attributes that are human-
readable noted or electronically stored on the document itself [Sid08]. Identities that the gov-
ernment creates have additional value with respect to attributes, which have been validated by
the government. Thus assurance is created that the attributes are correct. Depending on the
country, 3rd parties (e.g. SPs) can access these attributes. Figure 3.3 shows that the application
areas of Internet and Government (indicated as 2 ), and Company and Government (indicated
as 3 ) get interconnected. For example, the new German Identity card [Pas10] provides such
a feature. In addition to these three areas, IdM is the key for cloud computing [Old11]. Cloud
computing2 requires that companies connect their internal structures to the cloud, which is run-
ning somewhere in the Internet (indicated as 1 in Figure 3.3). Therefore, the cloud has to
identify the employees in order to grant access.

3.1.3 Different Facets

IdM has more facets than the pure technical aspects of IdM systems itself. Figure 3.4 shows
four additional facets that are not in focus of this thesis. (1) Society: Using identities and
providing identity attributes to other parties has a direct impact on how other parties perceive
ourselves. (2) Jurisdiction: Strongly related to IdM is privacy and thus data protection laws.
Moreover, consequences of identity theft, i.e. the unauthorized usage of identities, are subject
to jurisdiction [Bir07]. (3) Business: With IdM new business opportunities exist. The role of
the IdP is valuable, because of the tight costumer relation. For an analysis of business models
it is referred to [S+10]. (4) Organization: With IdM it is possible to create new organization
structures and distribute existing functionality in various new ways. [RGS+10] has examined
new structures.

Figure 3.4: Different Facets of Identity Management

2Public clouds are assumed.
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3.2 Reference Architecture

The reference architecture in Figure 3.5 defines an IdM system from a technical perspective.
It abstracts from actual implementations by introducing functional blocks that highlight the
most important IdM functionality. In contrast to the work from [Win05, Rad07], which served
as input, the presented reference architecture focuses on the functional blocks rather than on
the technologies used to realize those. The reference architecture distinguishes three roles that
exist in an IdM system (→ Section 3.2.1). Between these roles different work flows take place
(→ Section 3.2.2).

(a) Identity Provider

(b) Service Provider (c) User

Figure 3.5: IdM Reference Architecture

3.2.1 Roles

IdM systems distinguish at least three different roles: User, Service Provider (SP), Identity
Provider (IdP). The user has different identities and consumes services. The SPs provide ser-
vices and rely upon authentication by IdPs. The IdP is responsible for the authentication of
users and provides attribute services to the SPs.

IdP: The IdP authenticates the user’s identities by means of the Authentication Service. The au-
thentication service performs the authentication protocol and verifies the correctness of the ex-
changed information against the User Database. The user database contains the identities of its
users, i.e. an identity identifier, corresponding user attributes, and meta-data about the user (e.g.
date of last identity usage). The Identity Provisioning Service fills the user database. Upon cre-
ation of identities, it adds new entries to the user database. The IdP exchanges security-critical
information, like the authentication status of identities and attribute data with SPs. Therefore,
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preestablished trust relationships between IdPs and SPs protect the information exchange. This
is subject of the Federation and Trust Service. Based on a trust relationship, a SP can request
assertions about identities using the Assertion Service. An assertion is a statement about a user
identity that is certified by the IdP. It may contain statements about the authentication status of
the identity, i.e. whether an IdP has authenticated the identity and if yes by which authentication
mechanisms, or statements about identity attributes, e.g. identity x is born on the 29.12.1940.

Basically it is possible to subdivide the role of the IdP into several subroles. [BNP+08] describes
a model that splits the IdP into the role of the Attribute Provider, the Authentication Provider
and the Identity Aggregator that bundles the two aforementioned roles. This subdivision is not
relevant for this thesis and thus not further detailed.

SP: The SP provides services to its customers, i.e. to identities. The Service Server makes
the actual service available. Regarding authentication, it relies on the Assertion Consumption
Service, which consumes and verifies assertions created by a trusted IdP. A SP trusts an IdP
if a preestablished trust relationship exists, which the Federation and Trust Service can verify.
Since each SP has own requirements regarding identity attributes, a User Database augments
the IdP’s user database with the possibility to manage individual entries.

User: The user consumes services provided by the SP by making use of one of his identities.
The authentication takes place against the IdP by means of the IdM Client. Upon successful
authentication the IdP provides assertions to the SP and the user is in the position to consume
services with its Service Client.

3.2.2 Workflows

Workflows detail the sequences of activities and message exchanges between the above intro-
duced roles and put the motivation for IdM systems into practice. This thesis describes the
following work flows:

- Identity Creation
- Single Sign-On
- Attribute Retrieval
- Single Logout
- Identity Selection
- Federation Establishment

3.2.2.1 Identity Creation

The identity creation is a workflow that takes place between the user and the IdP. The user
provides the required attributes and obtains as a result an identity and everything needed to
make use of the identity.

This process has many degrees of freedom and is realized in reality in very different ways.
Depending on the realization of the identity creation process the identity has a different value,
regarding reputation and assurance, i.e. how sure is the IdP to know the actual user behind the
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created identity and the correctness of the provided information. It is important to distinguish
between the identity creation process itself and the later authentication [Cha09]. If the identity
creation process is weak it is questionable to have strong authentication mechanisms in place
and vice versa. For example it is possible to create an identity with Google, which serves as IdP
for 3rd party services [Goo11], without any verification of the user behind. On the other hand
it is not possible in legal ways to obtain an identity from a cell phone operator, i.e. a mobile
phone number, in Germany without showing an official identity card3.

[NIS06] provides guidelines for the different ways of identity creation and distinguishes four
different levels of assurance. The lowest level of assurance does not specify any rules, whereas
the highest level requires the user to personally appear and show two different identity docu-
ments, one issued by the government.

The identity destruction workflow, which is the counterpart to the identity creation work-
flow, takes place upon destruction of an identity. Identity destruction is a challenging task
[Win05, MZK+05] to guarantee the overall security. Existing identities that are not used any-
more represent a security risk, because they can still be used to get access to services without
that the original owner notices anything. In addition, information associated with identities has
to be removed by IdPs upon identity destruction [Ber07].

3.2.2.2 Single Sign-On

Single Sign-On (SSO) allows the user to consume several services provided by different SPs
without the need to manually authenticate against each SP. Figure 3.6 illustrates the princi-
ples of SSO. The user successfully authenticates with one of his identities against the IdP and
establishes an IdP session4. The maintenance of the IdP session is subject to the actual im-
plementation of the IdM system (e.g. by means of cookies, see Section 2.4.4.2). Based on an
established IdP session, the user can request SP assertions that contain an IdP statement on the
user’s authentication status dedicated to the SP. The IdP uses the preestablished trust relation to
the SP to dedicate the SP assertion to the SP. With the SP assertion the user establishes a SP
session.

If the user wants to establish a second SP session with a different SP the existing IdP session
is reused. In Figure 3.6, the user establishes two SP sessions based on one IdP session. Sec-
tion 3.4 introduces selected IdM systems that provide SSO. SSO mechanisms have been around
for more than twenty years. One of the first systems that provides SSO functionality was Ker-
beros [SNS88]. [Par95] provides an overview on single sign-on products available beginning of
1990s. SSO is still subject to research as this thesis and others show [LCGSG09, HJK08, CL12].
[Bar09] examines the performance implications of operating different identities.

3Article 111 of the “Telekommunikationsgesetz” [Tel04] regulates that companies offering telecommunication
services have to collect amongst other information the name and the address of the user. This is typically achieved
by the verification of the identity card. [Man10] describes illegal ways to circumvent this law. [G+06] provides a
survey on the situation in 31 different OECD member states.

4It is assumed that the user has to authenticate each identity individually due to two reasons. First, it is possible
that several IdPs exist. Second, the IdP should not be in the position to inherently link different identities of the
user.
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Figure 3.6: Principles of Single Sign-On

3.2.2.3 Attribute Retrieval

The IdP has a central role in IdM systems not only regarding authentication (c.f. SSO) but also
regarding user attributes. It can centrally manage attributes associated with identities and make
these attributes available to SPs. Thus the user does not have to individually provide attributes
to each SP, which often means manually entering, but authorizes the SP to access the attributes
with the IdP. Figure 3.7 shows that a SP can request identity attributes if a corresponding SP
session exists. Current research on attribute retrieval targets on the aggregation of identity
attributes. [CI09, TPL+10] propose mechanisms to provide access to attributes that are scattered
across different IdPs and different storage locations.

3.2.2.4 Single Logout

For SSO the IdP creates a SP Assertion and thus knows which SP sessions the user intended to
establish. The IdP uses this knowledge to terminate all SP sessions with a single user-initiated
action, i.e. Single Logout (SLO). Figure 3.8 illustrates the principle of SLO. The user triggers
the SLO for one identity with the IdP, which then performs the log-out with all SPs and finally
terminates the IdP session. Many existing IdM systems provide SLO functionality. From the
research perspective SLO is less interesting than SSO.
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3.2.2.5 Identity Selection

A user can have more than one identity with one IdP. It is also possible to have identities with
different IdPs. The concept of having more than one identity and selecting one identity is
known as partial identities [CK01, JKZ02] or virtual identities [S+08]. Different motivations
to have several identities exist. (1) Privacy Protection: In [S+08, CK01, JKZ02] a user has
several identities to limit the view that a SP can obtain by observation of the identity attributes
including the network characteristics [Hau08]. (2) Usage Context and Task Distribution: The
usage context defines the circumstances in which an identity is used, e.g. private purposes,
business purposes. Several identities render it possible to separate these usage contexts [GC07].

If a user has several identities, he has to select one identity that should be used to consume the
intended service. Identity selection requires user interfaces that show relevant information for
the selection decision. The Microsoft Cardspace IdM system provides a concept for identity
selection (→ Section 3.4.3). Filtering and ranking algorithms allow adapting the choice a user
has. Identities that cannot be used are not shown. For example, an identity cannot be used if the
associated attributes do not match the requirements imposed by a SP. The remaining identities
are ranked according to various criteria. If identity selection is applied as a privacy enhancing
technology (PET), the ranking has to adhere to privacy metrics. For details on appropriate
metrics it is referred to [Neu09].

Anonymous credential systems are a related concept to identity selection. They provide a set
of techniques for users to use services without revealing their actual identity. With the usage of
pseudonyms and the usage of anonymous credentials, users are in the position to convince SPs
that they possess specific properties without revealing them. [Cha85] proposed such a system
at first and various researchers (e.g. [CVH02]) refined it. Anonymous credential systems have
a high complexity and are thus not used in practice. For further details on PETs it is referred to
[Fri07, SP11, AGK03].

3.2.2.6 Federation Establishment

A federation is defined as “a group of organizations [...] that have joined together to form a
larger organization [...]” [CBU08]. In case of IdM, the SPs and IdPs shape a federation that
allows the exchange of identity information like the authentication status and identity attributes.
Since the exchange of identity information is sensitive with respect to the privacy of users and
the security in general (e.g. unauthorized service consumption) the parties within the federation
must have a trust relationship.

Different types of federations for IdM can be distinguished and it is possible to define corre-
sponding patterns [Win05, DFLP07]. The patterns differ with respect to the point of time at
which the federation is established, the number of participants and the party that establishes
the federation. (1) Point of time: An IdP and a SP can establish a federation at two points of
time. Either they establish it independently of user activities or adhoc. Adhoc means that the
IdP and SP establish the federation as soon as one user requires it. (2) Number of participants:
A reasonable federation requires at least one IdP and two SPs5. With respect to the number

5In case of one IdP and one SP, the required effort to establish a separate IdP is not reasonable.
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of IdPs within a federation two different patterns can be distinguished. In a “hub and spoke”
federation one IdP exists and several SPs trust the IdP. In case of a circle of trust, more than
one IdP can exist to render it possible that one entity can simultaneously carry out the role of an
IdP and SP. (3) Establishing party: Either the IdP and the SP or the user triggers the federation
establishment. The latter case is called user-centric federation. However, the dominating case
today is that federation establishment takes place between IdPs and SPs.

A successful established federation results in the creation of metadata. The metadata contains
certificates for the establishment of secure channels and information about connection points to
perform SSO, SLO or attribute retrieval [C+05b].

The most successful federation of SPs and IdPs is the GSM network [GSM09]. In 2009 about
4 billion subscribers have been able to roam between different networks operated by different
mobile network operators. Other examples for federations are eduroam that allows students to
use WIFI services provided by universities around the globe [edu] or the DFN Authentication
and Authorization Infrastructure (DFN-AAI) [Käh06].

3.2.3 Classification Criteria for Identity Management Systems

The application areas and the motivations for the introduction of IdM are manifold as introduced
above. This results in different requirements on IdM systems and in consequence different
realizations. The following classification criteria point out the degrees of freedom for IdM
systems:

- Client Installation: Some IdM systems require that the user installs corresponding IdM
software on his devices (e.g. Microsoft Cardspace [B+08]). Other systems exploit exist-
ing software like web browsers to perform all IdM workflows (e.g. Liberty Alliance [T+],
Shibboleth [S+05]).

- Service Layer: IdM systems apply different protocols for the identification of users.
These protocols are either targeted on network services (Layer 2/3 of the ISO/OSI proto-
col stack) or on the application layer (Layer 7 of the ISO/OSI protocol stack). Section 2.4
provided examples for authentication protocols on the different layers. Different initia-
tives [HHch, BSG08, LCGSG09] address the integration of IdM systems for the network
and application layer.

- Openness: Some IdM systems and the corresponding protocols adhere to open standards
(e.g. SAML [C+05a]) and allow the interoperability between products of different ven-
dors. Others are proprietary and do not allow any kind of extensions.

- Privacy Features: Depending on the IdM system, the user has different possibilities to
protect his privacy. For example, [B+08] allows the user to select an identity based on
the contained identity attributes. [S+05] provides the user with the opportunity to restrict
access to identity attributes by means of access control policies.

- Application Area: Existing IdM systems target different applications areas. Section 3.1.2
introduced the following application areas: Internet, Companies, and Government.
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Figure 3.9: History of the Security Assertion Markup Language

- Usage Numbers: Depending on the application area and depending on the properties of
the IdM system, the corresponding success and thus the usage numbers of the different
IdM systems differ [HRZ10]. To the best of our knowledge no comparative study on
the usage numbers of all IdM systems exist. Indicators for usage of IdM systems are
login possibilities on web pages (e.g. OpenId [Bui11]) and products supporting the IdM
systems (e.g. [LAI09]).

3.3 Base Technologies for Identity Management

Beyond the technologies introduced in Section 2.4, a couple of base technologies for IdM sys-
tems emerged. These are the Security Assertion Markup Language (SAML) (→ Section 3.3.1)
and Web Services (WS) (→ Section 3.3.2).

3.3.1 Security Assertion Markup Language

SAML is an Organization for the Advancement of Structured Information Standards (OASIS)
standard [C+05a] for the exchange of XML-encoded authentication, authorization and identity
attribute statements. OASIS initiated SAML in 2001, because no standardized XML-based
exchange format for security assertions was available. Figure 3.9 illustrates the SAML history,
which is tightly coupled with the evolution of the Liberty Alliance (LA) Identity Federation
Framework (ID-FF). LA is an industry consortium that started around the same time as SAML.
LA and SAML standardization had a lot of mutual influences and resulted in version 2.0 of the
SAML standard. The ITU-T adopted SAML as recommendation X.1141.

SAML 2.0 specifies XML schemas [HRF+07] for authentication, authorization and attribute
assertions, and a set of simple protocols. The protocols define the exchange of assertions, SSO,
SLO, name resolution and the establishment of federations. SAML has a modular structure that
defines a core part, protocol bindings and extensions (→ Figure 3.10). The core part comprises
the assertions and protocols. The bindings define how protocols like SOAP [W3C07] or HTTP
transport the XML fragments containing assertions and protocol messages. Profiles specify
coherent parts of assertions and protocols to realize specific use cases.
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Figure 3.10: Structure of the SAML Protocol Suite

Figure 3.11: Structure of a SAML Authentication Assertion

Figure 3.11 shows the structure of a SAML Authentication Assertion6. The assertion container
contains the following fragments: (1) Issuer: Contains details about the issuer of the assertion,
which is typically the IdP. (2) Subject: Describes for whom the assertion is certified, i.e. one of
the user’s identities. (3) Conditions: Restrict the validity of the assertion regarding time, audi-
ence (e.g. only SPx and reusability (e.g. only once)). (4) Authentication Statement: Gives the
actual meaning to the assertion. [C+05a] differentiates three different kinds of statements: au-
thentication statements, authorization statement and attribute statements. (4.1) Authentication
Instant: Specifies the point of time of the identity’s authentication against the IdP. (4.2) Authen-
tication Context: Gives details on the performed authentication procedure (→ Section 2.3.3).
(5) Signature: Signs the complete assertion. With the signature the issuing IdP enables integrity
and authenticity checks of the assertion. For the signature XML Signature is applied [W3C08].

3.3.2 Web Service - Federation

A web service (WS) is a service that is identified with a Uniform Resource Identifier
(URI) [RFC1630] and whose interface is described by means of XML. WSs are an enabler
technology for the realization of the service oriented architecture (SOA) design principle. A set
of web services has been specified for improved interoperability between different providers.
Unfortunately, there is no unique standardization authority for web services (WS). Various stan-
dardization authorities (e.g. OASIS) or industry consortia have created the so called WS-*

6Figure 3.11 does not distinguish between required and optional parts. For a detailed description it is referred
to [C+05a].



48 Chapter 3. Fundamentals of Identity Management

Figure 3.12: Structure of WS-Federation Protocol Suite

specifications. WS-Federation defines data formats and protocols for the in Section 3.2 intro-
duced roles and workflows. According to Figure 3.12, WS-Federation relies on a couple of
other standards and only coordinates the interworking of those. WS-Security [WS-02] specifies
how the Simple Object Access Protocol (SOAP) [W3C07] messages are integrity protected and
encrypted. Moreover WS-Security defines the encapsulation of security tokens, e.g. SP as-
sertions. Based on WS-Security, WS-Trust [WS-09] specifies the exchange of tokens between
IdPs, SPs, and users. Among the supported token formats are SAML and Kerberos. Finally,
WS-Federation [WSF] puts WS-Security and WS-Trust together to realize for example SSO.

3.4 Existing Identity Management Systems

This section presents a selection of existing IdM systems. The selection is based on the preva-
lence of the IdM system and based on the existence of mentionable technical mechanisms. For
each IdM system, technological aspects as well as the application area are introduced.

3.4.1 Shibboleth

Shibboleth [S+05] is a successful IdM system that is used in academia. It bases on SAML
version 2.0 and works with web browsers, i.e. it does not require the installation of software
on clients. Shibboleth achieves this by means of HTTP redirections between the web pages of
the SP and the IdP. Shibboleth allows that one SP federates with several IdPs. This requires
an additional service that was not part of the reference architecture. The Where Are You From
(WAYF) service allows the user to select the appropriate IdP.

[Shi11a] provides an overview of existing federations in academia that mostly rely on Shibbo-
leth. Academic institutions make use of Shibboleth due to several reasons: (1) Heterogeneous
services like access to library services (e.g. electronic journals) and network services are feasi-
ble. (2) No client installation is required and thus a heterogeneity of platforms can be supported
with a simple web browser.

3.4.2 Liberty Alliance

Liberty Alliance (LA) [T+] is a consortium of more than 30 companies that targeted on the
harmonization of existing IdM systems. LA merged with other IdM projects into the Kantara
initiative [Kan]. As Figure 3.9 shows, LA contributed to the evolution of SAML and is there-
fore in its core equal to SAML. Moreover, LA specifies additional techniques to enhance IdM
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[LASb]. Many products targeting the application area of companies implement the LA spec-
ifications. For an overview of products and the implemented specifications, it is referred to
[LAI09].

3.4.3 Microsoft CardSpace

Even if the development of Microsoft Cardspace [B+08] stopped in 2011 [Car11]7, it represents
a valuable technology due to several reasons. First, Cardspace had a strong focus on usability.
Identity cards, that reflect the identities of users and the associated attributes, create an analogy
to business cards that is easy to understand from the user’s perspective. A set of several cards
creates a so called wallet, i.e. the second analogy, which is stored on the user’s device. Sec-
ond, the user selects an appropriate identity card for the authentication against IdPs or SPs and
thus implicitly determines its appearance against the SP. This represents an easy to use privacy
feature.

From a technology point of view, Cardspace bases on the WS-Federation stack (→ Sec-
tion 3.3.2). For the storage and the selection of identity cards, the user has to install dedicated
software8. Reasons for the termination of the Cardspace development by Microsoft are the lim-
ited usage (e.g. the number of web sites that supported Cardspace was always limited), the
complex software development for IdPs and SPs, and the skepticism against Microsoft after the
introduction of the centralized predecessor Passport9 [Pas].

3.4.4 OpenId

OpenId [R+07, Reh07] is the most successful IdM system that works on top of the Internet
with respect to the number of supporting web sites. [Bui11]. The OpenId design had the
goal to provide a lightweight alternative to SAML-based systems. It has the following key
characteristics:

(1) URI-based user identifier: A user identifier is either a Uniform Resource Identifier (URI)
(e.g. http://barisch.com/marc) or an eXtensible Resource Identifier (XRI) [OAS08]10. This
identifier is used to retrieve information (XRDS document) that allows the identification of the
corresponding OpenId provider. Thus the IdP discovery problem is solved without the need of
additional services or mechanisms (c.f. WAYF service of Shibboleth).

(2) Decentralization: Relying parties and OpenId providers do not have to be part of a federation
a priori. Both establish a trust relationship on demand. This is reasonable, since the SP only
federates with the IdP on an identity-basis (→ Section 3.2.2.6).

Figure 3.13 shows the typical message exchange to authenticate users and enable SSO. If the
user wants access to protected resources, the SP requires the user to enter an OpenId identifier.

7Development continues with an alternative technology called UProve [UPr].
8With the operating systems Microsoft Vista and Microsoft 7, Microsoft Cardspace is already installed. For

other operating systems, open source implementations are available, e.g. DigitalMe [Dig], Higgins [Hig].
9Microsoft Passport is still in operation, but strongly coupled to Microsoft services.

10XRI has been developed as a generalization of uniform resource identifiers (URI).
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Figure 3.13: OpenId Message Sequence Chart

The SP uses the OpenId identifier to discover information about the user, i.e. the corresponding
identity provider. This is achieved by retrieving an XRDS document that contains informa-
tion about supported services, among them OpenId authentication. The SP contacts the OpenId
provider and establishes a security association with it based on Diffie Hellman key exchange.
Afterwards the SP redirects the user’s browser to the IdP. The IdP is responsible for the user
authentication. OpenId excludes the specification of supported authentication methods. In prac-
tice, the OpenId provider authenticates the user by means of username/password combinations.
After successful authentication, the OpenId provider redirects the user back to the SP with a
corresponding security assertion. The SP evaluates the authenticity and integrity of the security
assertion and eventually grants access to the protected resource.

3.4.5 Kerberos

Kerberos [RFC4120] is a SSO authentication service for network services (e.g. HTTP, SSH).
Initially developed at Massachusetts Institute of Technology (MIT) in the 80s [SNS88], it
evolved to a technology that is available for many operating systems (e.g. Windows or Linux)
for user authentication.

Kerberos combines the local authentication against the user’s device with the authentication
against the Authentication Service (→ Figure 3.14). The authentication service is part of the
Key Distribution Center (KDC) that maintains trust relationships with the services. Based on
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Figure 3.14: Kerberos System Structure

the authentication against the KDC, the user obtains SP assertions (called tickets with Kerberos)
for the authentication against services.

Kerberos represents a sound technology for authentication within companies if the following
drawbacks can be neglected. (1) Password-based: The Kerberos authentication only supports
password-based authentication11. (2) No support for multiple identities: Most Kerberos im-
plementations do not allow that the user authenticates with several identities at the same time,
because of the coupling of local (device) authentication and authentication against the KDC.
[Pal11] proposes extensions for multi-identity authentication. (3) Client Support: Kerberos re-
quires clients to run the Kerberos client software. Applications that use Kerberos have to realize
interfaces with the Kerberos client. For example, access to a Kerberos protected web page re-
quires that the web browser supports Kerberos [Prö11] and has implemented an interface to the
Kerberos client. (4) No Access Management: Kerberos specifies a basic mechanism for provid-
ing authorization information to services. The implementation of this feature is proprietary. In
most cases an additional LDAP directory has to be inquired regarding authorization.

Even if Kerberos is applied in most cases in single domain scenarios, it supports multi-domain
scenarios. A multi-domain scenario means that several KDCs exist and that corresponding trust
relations exist between the KDCs.

3.5 Security of Identity Management Systems

The security of IdM systems is of uttermost importance for the following reasons: (1) Identity
Aggregation: An IdM system enables a user to aggregate x identities with several SPs into
y identities with different IdPs. An IdM system is only useful, if it aggregates identities, i.e.
y < x. In consequence an IdP becomes a favored target for attacks and the identity with the
IdP requires more secure authentication mechanisms, e.g. the password with the IdP has to
adhere to stricter password policies [FH10]. (2) Additional Mechanisms and Protocols: IdM
systems introduce additional protocols to enable SSO, SLO, et cetera. Additional protocols
result in a larger attack surface and thus it has to be ensured that no additional vulnerabilities
are created. That means security of IdM systems can only be guaranteed, if the following three

11[RFC4120] specifies an optional hardware supported authentication method. Open implementations do not
support this option.
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aspects are fulfilled: Security of the IdM protocols, security of the IdM system implementation
and usability.

Security of Identity Management Protocols: The applied IdM protocols have to be secure
regarding their design. Several security evaluations for SAML, OpenId and MS Cardspace have
been conducted. In the early stages of the SAML and LA evolution several vulnerabilities have
been identified. [PW03] identified a possible MitM attack in the protocol design and proposed
countermeasures that have been taken up by LA. In contrast, [Gro03] pointed out deficiencies
in the protocol specification of SAML that might lead to vulnerable implementations. A recent
analysis of SAML 2.0 [ACC+08] has not identified vulnerabilities in SAML itself, but in a
corresponding implementation. [H+05] provides a detailed security assessment of SAML.

OpenId is a weak IdM system. [Ope] provides an overview on the identified vulnerabilities.
[TT07] identified vulnerabilities in OpenId 1.0. Among the vulnerabilities are MitM attacks on
the Diffie-Hellmann key exchange (→ Figure 3.13) and phishing attacks. [BJM08] describes a
cross-site request forgery attack on OpenId 2.0 that is caused by a lack in the specification. In
addition, [SKS10] showed that identity information can be manipulated. Also for MS Cardspace
design vulnerabilities have been identified [GSSX09].

Security of Identity Management System Implementations: Vulnerabilities in IdM system
implementations can have a severe impact. Therefore, it is mandatory that IdM implementations
do not contain vulnerabilities caused by improper implementation of the IdM protocols. A
suitable mechanism for vulnerability detection is static code analysis (→ Section 2.5.2).

Security and Usability: The user represents the weakest chain link and consideration of the
security of an IdM system cannot neglect usability [JZS07]. For example, monetary incentives
can seduce users to ignore security mechanisms and recommendations [CEVG11]. IdM systems
improve the usability by reducing the number of identities. Fewer identities justify to improve
the authentication procedure with respect to the security level, e.g. by having stricter password
policies to overcome improper passwords [FH07]. [DD08] gives an overview on additional
flaws of IdM systems regarding usability.

3.6 Identity Management and Multiple Devices

Extending IdM to several devices is the core of this thesis. Existing IdM systems do not suffi-
ciently address this issue. Several solutions exist that provide the possibility to users to consume
services from different devices. We can classify existing solutions according to the distribution
of credentials into three categories:

- Personal Authentication Devices: All credentials remain on one dedicated device that is
used to perform the authentication (→ Section 3.6.1).

- Distribution of Credentials: All devices obtain all credentials (→ Section 3.6.2).

- On-demand Provisioning of Credentials: Devices can request credentials from another
device upon demand (→ Section 3.6.3).
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3.6.1 Personal Authentication Devices

Several solutions introduce dedicated authentication devices [W+85, PPSW97]. Wong et.al.
[W+85] have been the first that introduced the concept of Personal Authentication Devices,
which are used to authenticate against services independent of the actually used device. Even if
they take multiple user-devices into account, no solution regarding SSO and federation is pro-
vided. Moreover, they do not provide sufficient usability, because the user has to manually enter
a PIN. [J+05] discusses consequences of the resulting trust model. [Cor] defines an extension
of the Personal Authentication Device based on Microsoft Cardspace. The developed solution
stores all identity cards of a user on a mobile device and makes these cards available to other
devices.

3.6.2 Distribution of Credentials

Instead of having one central authentication device, it is possible to distribute all credentials to
all devices owned by the same user. Such a solution is typically applied to passwords. Table 3.1
shows a selected overview of existing solutions. All existing solutions have in common that
they store passwords in an encrypted keystore, which is put to a central server. The central
server allows the retrieval of the keystore by all devices of a user. Decryption of the keystore
is only possible with an adequate key. Table 3.1 identifies for each solution the applied en-
cryption algorithm and the key length used with the encryption algorithm. The storage location
determines, whether it is possible to store the passwords on a server that the user operates or on
servers provided by the solution provider. All identified mechanisms allow a per password syn-
chronization, which enables a flexible password usage across all devices. If the source code is
available, it is possible to conduct further security evaluation. The platform dependence informs
about the flexibility of the solution regarding different devices (e.g. desktops or mobiles).

Password synchronization has disadvantages. If an attacker gets access to the encrypted key-
store, an offline brute-force attack is possible to break the encryption. Moreover it is not pos-
sible to store credentials different than passwords. [Hüb08] proposed an extended version for a
distributed key store, which allows the storage of any kind of credentials, i.e. no limitation on
passwords exists.

3.6.3 On-demand Provisioning of Credentials

In contrast to personal authentication devices and the distribution of credentials to all devices
belonging to a user, on-demand provisioning solutions provide devices with the necessary cre-
dentials on demand. That means one device can request the required credentials or assertions
from another device a soon as they are needed for authentication against a SP.

With session mobility in mind, LA proposed a solution to transfer credentials on demand be-
tween devices [Mad08]. Combined with the transfer of the application context, which is re-
quired to enable session mobility, so called endpoint references can be transferred. Endpoint
references allow the creation of an additional SAML assertion for service authentication. This
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solution assumes a preestablished trust relationship between the participating devices, but spec-
ifies no additional details. To the best of our knowledge, further consideration of these initial
concepts has stopped. Recently, [RG10] proposed an extension to OpenAuth. The proposal
addresses authentication on devices with limited input devices (e.g. no keyboard to enter pass-
word). Hereby, the user authenticates on a more powerful device and authorization tokens are
transferred to the restricted device. Trust between the devices is manually established on de-
mand, i.e. an identifier is displayed on the limited device and has to be manually entered on the
more powerful device.

Table 3.1: Comparison of Password Synchronization Mechanisms
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- User de-
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Yes LGPL Yes 14 No 15

LastPass [Lasa] X AES 256
Bit

Last
Pass
Server

Yes Prop. Yes 14 Yes

Opera Link [Vel11] X16 AES 128
Bit

Opera
Server

Yes Prop. Partially No 17

Firefox Sync [Fir] X AES 256
Bit

Firefox
Server

Yes MPL/
GPL/
LGPL

Yes No 18

The solution proposed and evaluated in the subsequent chapters falls into this category. In
contrast to [RG10], it considers preestablished trust relationships between devices. Moreover
it considers different identities as well as security levels of devices to authorize the usage of
identities across user devices.

12TEA is used as default. Should be changed to AES. For AES no computationally feasible attacks are known,
in contrast to TEA.

13Support for WebDav[RFC4918] and FTP[RFC959]
14Firefox Addon→ Javascript code available
15LastPass supports many different operating systems.
16Protected with same password as Opera account, i.e. Opera is in the position to reveal passwords. The

password is only used for the encryption of a strong encrpytion key[Vel11], i.e. brute force attacks are difficult.
17Opera supports many different operating systems.
18Firefox is running on different platforms.



4 Architecture Design for Multi-device
Identity Management

This chapter describes the architecture and the design process to realize a system, which en-
ables multi-device identity management. Figure 4.1 illustrates the steps of this process that are
detailed in the corresponding subsections.

The usage scenarios in Section 4.1 illustrate and motivate the need for multi-device IdM. They
shape the foundation for all other steps by formulation of challenges and high-level require-
ments that have to be addressed in order to realize the system. Based on the challenges and
high-level requirements, the three key concepts – Virtual Device, IdP and SP Session Split and
Multi-device IdM – have been defined and serve as overarching guidelines for the further deriva-
tion of requirements and for the design of the functional architecture. Section 4.3 elaborates
functional and non-functional requirements based on a requirements engineering methodology
and describes selected requirements in detail. Security has to be considered from the beginning
of system design. Therefore, an initial security analysis is performed in Section 4.4. The se-
curity analysis identifies assets and threats based on the usage scenarios, the key concepts and
the requirements. The identified threats are countered by corresponding security requirements.
Based on the previous steps, the functional architecture is designed in Section 4.5. It comprises
functional blocks and defines interfaces between those.

Usage ScenariosSection 4.1

Key ConceptsSection 4.2

Requirements EngineeringSection 4.3

Security AnalysisSection 4.4

Functional  ArchitectureSection 4.5

Figure 4.1: Chapter Outline
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Figure 4.2: Usage Scenario 1 – Private and Business Usage of Devices

4.1 Usage Scenarios

This section introduces five usage scenarios to elaborate the vision of the planned system and to
illustrate the potential benefits. Each usage scenario describes a particular situation of one user
that wants to access services that require authentication. It is assumed that a user has several
devices that are owned by him. Examples for such devices are notebooks, smartphones, or even
TV sets. Currently, these devices are independent of each other, i.e. they do not collaborate.
The usage scenarios highlight challenges that result from the independence of devices with
respect to authentication and IdM. These challenges are elaborated by subsequent sections and
finally addressed by the designed architecture that enables cooperation of devices with respect
to IdM. Each usage scenario describes a situation of users and highlights a challenge regarding
the interworking of devices to improve IdM. After the introduction of the usage scenarios,
Section 4.1.6 provides a summary of the identified challenges.

- Scenario 1: Business and Private Devices (c.f. Section 4.1.1)
- Scenario 2: Fast “Device Change” (c.f. Section 4.1.2)
- Scenario 3: Identity Usage on Insecure Devices (c.f. Section 4.1.3)
- Scenario 4: Insufficient Security Features (c.f. Section 4.1.4)
- Scenario 5: Insufficient Input Methods (c.f. Section 4.1.5)

4.1.1 Scenario 1: Business and Private Devices

Many employees use notebooks, smartphones and other devices that are provided by their em-
ployer. In addition, every employee may have his own private devices. In many jobs the border
between private life and business activities is blurred, i.e. one can work at home or use time
on business trips for private purposes. A consequence of such nomadic behavior is that there is
often no differentiation between private use and business use of communication devices. Fig-
ure 4.2 illustrates a scenario in which the user checks business mails on a private device via
web interfaces. Vice versa, a user might use private Facebook accounts on the business smart-
phone. Hereby, every usage context has different security requirements [JGtM00], which has to
be considered resulting in potential restrictions.

Challenge: The usage context of identities and devices has to be considered. If the usage context
does not fit, identity usage must be restricted.
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Figure 4.3: Usage Scenario 2 – Fast Device Change

4.1.2 Scenario 2: Fast “Device Change”

Mobility is becoming commodity. Various activities are performed at different locations with
different devices. One visionary scenario, which is often used in research [L+08, J+08], is the
change of devices due to mobility as illustrated in Figure 4.3. At home, the user begins watching
a movie provided by a video on demand (VoD) provider on the 50" TV screen. That means the
user has to authenticate against the VoD provider on the TV screen. During the movie, the user
leaves his home and wants to continue watching on the smart phone. Today, the user has to
reauthenticate, select the movie again and trigger a fast forward to the position where the movie
was stopped.

Challenge: It shall be possible to continue an existing service session on a second device without
the need for reauthentication against the SP on the second device.

4.1.3 Scenario 3: Identity Usage on Insecure Devices

Often users have computers or other communication devices at home that are not that good
maintained from a security perspective. Either necessary security patches are not applied lead-
ing to vulnerabilities or malicious programs are installed. Therefore, using such kind of devices
might have serious consequences. In particular, authenticating on such devices might lead to
intercepted credentials (e.g. username/password combinations), resulting in identity theft and
impersonification. Figure 4.4 illustrates an example scenario. A user wants to read his emails
provided by a webmail provider on an insecure machine. Since the machine has generous hard-
ware (large display, ...) it is attractive for the user, even if the machine does not provide adequate
security. The smartphone, which is assumed to be more secure, is not used at all.

Challenge: For authentication the most secure device shall be used. Only short-time credentials
shall be made available to insecure devices.

4.1.4 Scenario 4: Insufficient Security Features

Some services need more trust into the user identity than others. This can be achieved by the
usage of dedicated security equipment (e.g. card readers or one-time password generators).
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Figure 4.4: Usage Scenario 3 – Identity Usage on Insecure Devices

Figure 4.5: Usage Scenario 4 – Insufficient Security Features on Device

Figure 4.5 shows a scenario, in which the SP requests that authentication should be based on a
SIM card, since the operator of the mobile network is trustworthy and has verified the identity
of its customers by out-of-band means (e.g. verification of passport). Since the notebook of the
user has no means for SIM card based authentication, the user cannot make use of the service.

Challenge: It shall be possible to share the authentication capabilities across all devices of a
user.

4.1.5 Scenario 5: Insufficient Input Methods

More and more devices get network access without sophisticated input capabilities, like key-
boards. A user should be able to authenticate on a device with appropriate input capabilities.
Figure 4.6 illustrates a scenario, in which a user wants to access his private images on a game
console. The game console has limited input capabilities and thus it should be possible to
use the notebook for authentication [RG10] and the game console with the TV screen for the
presentation of the images.

Challenge: It shall be possible to relay the authentication to a more powerful and trusted device
in case of limited input capabilities.

4.1.6 Summary of Challenges

The previous sections outlined five different visions that are summarized in the following. The
challenges resulting from Scenario 4 and 5 have been unified.
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Figure 4.6: Usage Scenario 5 – Insufficient Input Capabilities

Table 4.1: Summary of Challenges

Restriction of Identity Us-
age

The usage context of identities and devices should
be considered and potentially restricted.

Seamless Device Change It should be possible to continue an existing service
session on another device without the need for reau-
thentication.

Secure Authentication For authentication, i.e. the usage of credentials, the
most secure device should be used.

Sharing of Authentication
Capabilities

It must be possible to make use of the authentication
capabilities of another device by relaying the authen-
tication process.

These challenges exemplify the goal behind the multi-device IdM concept: Improve the security
and usability for users that have several devices and make use of IdM systems.

4.1.7 High-Level Requirements

The scenarios and identified challenges describe particular characteristics that a multi-device
IdM system has to provide. These characteristics are defined in the following as so called high-
level requirements that have to be addressed in the following by adequate concepts.

R1 - Secure exchange: The devices of the user exchange information, e.g. authentication
assertions for SPs. The information exchange has to be secured.

R2 - Session distribution: Different devices of a user are responsible for different tasks. It must
be possible that authentication against an IdP takes place on one device, whereas the service is
consumed on another device.

R3 - Remote Activation: If one device cannot fulfill the requirements, e.g. by a SP regarding
authentication, it must be possible to trigger another device to perform the authentication.

R4 - Discovery of user devices: It is required to discover all devices belonging to the same
user. Only devices in the proximity of the user can be used for authentication against IdPs.
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R5 - Capture of device characteristics: The properties of user devices have to be captured and
exchanged among each other. Supported authentication methods are of interest in particular. In
addition it is required to capture relevant device properties (e.g. operating system, installed
software) to determine the security level of a device. The security level of a device is a metric
that allows the quantification of security.

R6 - Establishment of security associations: It is necessary that devices authenticate each
other and establish a confidentiality and integrity protected channel.

R7 - Determination of usage context: The usage context of devices as well as of identities has
to be declared by the user.

R8 - Distributed data handling: Every device captures and stores information regarding the
device itself as well as the user and his identities. Since this data is required for decision making,
it has to be exchanged between the devices.

This thesis does not claim that the high-level requirements are complete and disjoint. The high-
level requirements are derived from the usage scenarios in a intuitive and logical way. The
same holds for the stepwise refinement of these high-level requirements towards functional and
non-functional requirements.

4.2 Key Concepts

A key concept groups coherent aspects and requirements of the system under design. Hereby, a
key concept provides overarching guidelines for the elicitation of requirements and separation
of concerns. The defined functional architecture reflects a key concept by appropriate technical
mechanisms. The usage scenarios, the challenges and the high-level requirements defined in
Section 4.1 resulted in the definition of three key concepts:

- Virtual Device Concept
- Session Split Concept
- Multi-Device IdM Concept

Figure 4.7: Hierarchy of Key Concepts

Figure 4.7 illustrates the dependencies of the key concepts. The Virtual Device Concept is the
basic concept that provides a unified view on user’s devices. The virtual device provides the
opportunity to split user and service session across different devices. This in turn represents the
enabler for IdM across multiple devices, i.e. the Multi-Device IdM Concept.
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Figure 4.8: Conceptual View on Virtual Device Concept

4.2.1 Virtual Device Concept

The virtual device concept is the basic key concept that allows the realization of all usage
scenarios. A Virtual Device (VD) provides an umbrella for all devices belonging to one user
as illustrated in Figure 4.8. Devices that have been previously independent of each other are
now integrated and provide functionality in cooperation. This concept renders it possible that
several user devices appear to third parties as one device. With a VD, a user is in the position to
benefit from the resources and characteristics that are individually provided by each device, i.e.
the disadvantages of one device might be compensated by the advantages of another device.

In order to appear as one device, the VD inherently provides a couple of mechanisms that are
illustrated in Figure 4.8:

- Device Discovery: Devices belonging to the same user and to the same VD are in the po-
sition to discover each other. Device discovery is the prerequisite for any other exchange
of data and control between the devices.

- Security Association: Belonging to a virtual device requires a mechanism for mutual
authentication between devices. This is achieved by a preestablished security association
between all devices belonging to a virtual device. A security association is the prerequisite
for the establishment of secure channels between devices.

- Device Characteristics: Since the VD is the basis for other mechanisms, it provides the
functionality to capture device characteristics. Device characteristics enable the optimiza-
tion of service delivery according to the capabilities of individual devices. This represents
a prerequisite for the session split concept.

- Distributed Data Handling: A VD includes several devices owned by one user. In order
to coordinate the devices and to benefit from individual capabilities, it is required to
exchange data among the devices of a VD. Therefore, a mechanism is required that allows
the exchange and the distributed handling of data.
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Addressed High-Level Requirements: The Virtual Device Concept addresses the following
high-level requirements of Section 4.1.7:

- R1 and R6: Each two devices of a VD have a trust relationship and can establish a secure
channel for the exchange of data.

- R4: Devices belonging to a VD can discover each other.

- R5: Devices belonging to a VD are described by device properties. Therefore, a mecha-
nism is provided to capture the relevant properties.

- R8: Devices belonging to a VD can exchange information among each other.

4.2.2 IdP and SP Session Split Concept

To realize the vision of secure authentication and sharing of authentication capabilities it is
required that the device for authentication can be a different device than the one used for service
consumption. Compared to traditional scenarios where the IdP session resides on the same
device as the SP session (c.f. Figure 4.9(a)), the Session Split Concept splits the sessions.
Splitting means the IdP session, which is established by authenticating against the IdP, resides
on another device than the SP session (c.f. Figure 4.9(b)).

Based on the VD concept, devices trust each other up to a certain level, which is determined by
the device characteristics. Therefore, it is basically possible to distribute IdP and SP sessions
across devices. This enables a new degree of freedom, because additional selection criteria for
the distribution of sessions can be considered. In line with the vision, the following criteria for
the establishment of the IdP session are considered:

- Security level of device: Each device has a security level, which is a metric that allows
the quantification of the security of the device. This metric can be used for example to
select the most secure device for authentication.

- Authentication capabilities: Each device supports only a limited set of authentication
methods. The supported authentication methods are restricted by the available hardware
as well as by the installed software. The most prominent example for an authentication
method that is only supported by a subset of devices is SIM card based authentication.
Other examples are support for biometric authentication. The authentication capabilities
describe the authentication methods supported by a device.

- Input devices: Each device has only limited input capabilities. Entering a password with-
out a keyboard is tedious. Thus, a device with appropriate input capabilities can be se-
lected.

- Usage context: The usage context designates the context in which the IdP session is used.
We can differentiate on a high level between private and business context. Both usage
contexts can be refined.
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(a) Session distribution in traditional scenario

(b) Session distribution with Session Split Concept

Figure 4.9: Comparison of Session Distribution Approaches

In contrast to the IdP session, the SP session may be established on devices that are more
powerful or dedicated regarding resources (e.g. display size, computing power).

Addressed High-Level Requirements: The IdP and SP Session Split Concept addresses the
following high-level requirements of Section 4.1.7:

- R2: The IdP and SP Session Split concept allows the distribution of task across several
devices owned by the same user.

4.2.3 Multi-device IdM Concept

The Multi-device IdM concept relies on the Virtual Device concept and the Session Split con-
cept. It comprises the secure exchange of assertions to establish SP sessions, the remote ac-
tivation of identities on other user devices, the prefiltering of useable identities as well as the
acquisition of information about available and active identities (→ Figure 4.10).

Assertion Exchange: A device without an IdP session needs to transfer a SP assertion from
another device to establish a SP session. This is realized by the Assertion Exchange protocol
(AEP) (see Section 4.5.3) that allows requesting and obtaining assertions for a particular iden-
tity. The providing device checks the request against the configured policies that limit the usage
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Figure 4.10: Multi-Device IdM Concept

of identities across devices. As an optional security mechanism, the user has to confirm the
request on the providing device.

Remote Activation: If an IdP session for a dedicated identity cannot be established on one
device, it has to be possible to activate this identity on another device. This is realized by the
Identity Activation Protocol (IAP) (see Section 4.5.3). Activation of identities on other devices
requires that the requested device is in the proximity of the user, because the user is involved in
the authentication procedure, and that the request is authorized.

Filtering of Identities: It is assumed that not each identity can be used on every device. First,
specific credentials or specific authentication methods, which are not available on all devices,
might be required to activate an identity. Second, the usage context of an identity might not
be appropriate for a device (see Section 4.1.1). Third, an identity should not be activatable on
some devices due to security constraints, e.g. the security level is too low to use a dedicated
identity.

Active Identities: The information on activated identities, i.e. an IdP session exists, should
be available on other devices. With this information the number of active IdP sessions can be
reduced and the burden for users to reauthenticate on another device is decreased. The Identity
Information Exchange Protocol (IIEP) is applied for the exchange of information related to
identities.

Addressed High-Level Requirements: The Multi-device IdM Concept addresses the follow-
ing high-level-requirements (c.f. Section 4.1.7):

- R2: The Assertion Exchange and the Remote Activation possibilities allow distribution
of sessions across devices.

- R3: With the Remote Activation, it is possible to perform the authentication on a remote
device.

- R7: The Filtering of Identities considers the usage context of devices and identities.
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4.3 Requirements Engineering

The usage scenarios with the corresponding challenges and high-level requirements (→ Sec-
tion 4.1), and the key concepts (→ Section 4.2) serve as input for the requirements engineer-
ing process. Requirements engineering is the process to discover and maintain requirements
[Som10]. The process includes activities to discover, analyze, document and maintain require-
ments [SWE10]. Requirements are defined as externally observable and explicitly desired char-
acteristics of a system [Mar01]. The requirements identified in this phase detail and augment
the high-level requirements and could be considered as low-level requirements. They are simply
addressed as requirements in the following.

Since requirement engineering is a complex process [Par10, Som10, NE00] and not in the core
focus of this thesis, it is restricted to the pure application as a method. Section 4.3.1 outlines the
applied requirements engineering process. The methodology first identifies the stakeholders of
the system in Section 4.3.2.1. Their interests and the in Section 4.1 introduced scenarios, serve
as basis for the specification of functional and non-functional requirements in Section 4.3.3 and
Section 4.3.4, respectively.

4.3.1 Methodology

The applied requirements engineering process consists of three steps:

1. Requirement Elicitation
2. Requirement Analysis
3. Requirement Specification

4.3.1.1 Requirement Elicitation

In literature, several approaches for the elicitation of requirements are known (e.g. interview-
based, viewpoints [Som10]). The selected approach is scenario-based and augmented with
the identification of stakeholders [GW07] and their view on the system. Section 4.1 already
described the scenarios and Section 4.3.2.1 identifies the stakeholders.

4.3.1.2 Requirement Analysis

The requirement analysis phase categorizes requirements and identifies relations, dependencies
and conflicts between different requirements. Basically, requirements can be divided into two
categories [Par10, AM+04] as depicted in Figure 4.11: Functional and Nonfunctional Require-
ments.

Functional requirements describe the required system functionality. This includes system input
and system output. System input consists of data and events that lead to state changes. State
changes are reflected by corresponding system output. Section 4.3.3 describes the functional
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Figure 4.11: Overview on Requirement Types

requirements of the system and makes use of the already identified key concepts with their
corresponding functionality.

In contrast, non-functional requirements specify additional constraints and conditions that the
system, the development process or the product itself has to fulfill. Various taxonomies for
the categorization of non-functional requirements exist [Boe08, Par10, NE00, Som10]. The
taxonomy by Partsch [Par10], which is applied in the following, categorizes non-functional
requirements into four categories:

- Quality Requirements: Quality requirements specify the circumstances under which the
functionality has to be provided. Quality requirements differentiate between performance,
security, usability and reliability requirements. Section 4.3.4 and Section 4.41 specify
quality requirements.

- Development Process: Requirements on the development process itself are not consid-
ered. Development process requirements are of importance if several developers are in-
volved and if the product has to comply with dedicated regulations that are established
by the client. For example, in case of software for government authorities, the V-model
[Bal09] might be prescribed as system development model. The V-model in turn requires
the creation of detailed documentation of all development steps.

- Product Requirements: Requirements on the overall product (e.g. system documentation)
are not considered. Product requirements restrict the design space regarding of the sys-
tem. For example, the restriction that the system has to work on a dedicated operating
system restricts the design space. Since such restrictions shall not be considered, product
requirements will not be established.

1Since security is very important for the system, a specific methodology to gather security requirements has
been applied. Section A.1.4 contains the specification of the security requirements.



4.3 Requirements Engineering 67

- Evaluation Requirements: Requirement for the evaluation, which Section 6 details, are
not considered. For example, an evaluation requirement might mandate the need to test
every functional component. Since it is not intended to provide a complete prototype, it
is not reasonable to establish evaluation requirements.

4.3.1.3 Requirement Documentation

Several possibilities exist for the documentation and specification of requirements. Each possi-
bility has a different degree of formalism. Normal text provides almost no formalism, structured
text or textual templates can be considered as a semi-formal approach and logical or graphical
models provide the highest degree of formalism.

The Volere template [Mai06], which has been tailored to the needs of this thesis, is a semi-
formal approach that documents requirements according to the criteria of good requirements
[Par10]. After adaptation, the template contains the following parts:

- Requirement Identifier: Required for identification of the requirement and cross references.
- Requirement Type: Based on the classification in Figure 4.11, each requirement is as-

signed to one requirement type.
- Short Description: Provides a human readable name of the requirement.
- Long Description: Gives additional details on the requirements.
- Rationale: Describes reasons and motivation for a requirement.
- Stakeholder: Names the primary stakeholder of the requirement.
- Dependencies: Provides references on dependant requirements.

4.3.2 Requirements Elicitation

As introduced above, the requirements elicitation focuses on a scenario-driven approach. This
includes the definition of the relevant stakeholders and their relation among each other. There-
fore, the following consideration excludes a couple of potential stakeholders and restricts itself
to the primary stakeholders and their interaction.

4.3.2.1 Stakeholders

[GW07] defines a stakeholder as “a person or organization who influences a system’s require-
ments or who is impacted by that system”2. According to this definition, all persons or orga-
nizations involved in the scenarios are stakeholders. Stakeholders can be categorized into two
groups: Primary Stakeholders and Secondary Stakeholders. A primary stakeholder is directly
involved in the usage and operation of the system. Secondary stakeholders are not involved in
the usage or operation, but define additional rules regarding the usage and operation. The main
focus of the following activities is on the primary stakeholders that are directly involved. These

2Stakeholder identification and analysis is not limited to system and software engineering. It originates from
business management [Bry03].
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are the user, the SP, and the IdP. The interests and responsibilities of the primary stakeholders
have been already introduced in previous sections (see Chapter 3).

Stakeholders can also be classified in correspondence to the phases of the software lifecycle
[PW01]. [Pow10] provides an extensive overview of potential stakeholders. In particular, many
stakeholders are involved in the development phase of complex systems. Due to the nature of
this thesis, it does not consider stakeholders in the development phase.

Additionally, the following stakeholders have been identified.

Legislator The legislator defines laws for the operation of ICT systems. Regarding IdM, data
protection regulations are important and have to be considered if different parties collect in-
formation about each other. It is assumed that the IdP and the SP are compliant to legislation
and that the devices belong to the same user. In consequence, no additional data is collected or
exchanged. Therefore, there is no need to consider the legislator as a stakeholder.

Device Owner An inherent assumption of scenario 3 (c.f. Section 4.1.1) is that business devices
are owned by the company. That means the owner of the device is not necessarily the user
itself. Therefore, it must be considered that the device owner has an interest in influencing the
operation of the device. The device owner is defined as secondary stakeholder.

4.3.2.2 Primary Stakeholder View

Figure 4.12 elaborates the relationships of the primary stakeholders, which are in focus. Central
element is the federation. The federation is a virtual element3 that puts SPs, IdPs and identities
of users together (c.f. Section 3.2.2.6).

The user has one or more devices and one or more identities. An identity is only valid within
a federation. To activate an identity it is necessary to authenticate against the IdP of this feder-
ation. For the authentication process, credentials are required that are associated to an identity.
Each authentication method requires different kinds of credentials, e.g. a username/password
combination or certificates.

A device is associated to a user, which does not mean that the user owns the device. For
simplicity Figure 4.12 does not contain the device owner. A device has security properties that
are used to determine a security level of the device. On the other hand a device supports different
security mechanisms. Examples for security mechanisms are authentication algorithms and
encryption algorithms.

Devices as well as identities are used in a certain context, i.e. a usage context. Identities and
devices should support at least one usage context. Only if the usage contexts of devices and
identities are not mutually exclusive, it is possible to use an identity on a device.

A SP offers services to users. Depending on the service, it is possible to request the use of
specific security mechanisms. The request of security mechanisms is reasonable for example to
obtain confidence in the authentication performed by the IdP.

3The term virtual element is used to classify objects that have no actual representation in the real world.
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Figure 4.12: Class Diagram – User, Devices, Services

4.3.2.3 Session and Token View

In order to consume a service various steps have to be performed that lead to the establishment
of sessions and the exchange of data. Figure 4.13 illustrates the dependencies. The arrows
indicate the order of the data flow required to consume a service.

Starting with the authentication credentials that are assigned to an identity, it is possible to
establish an IdP session. The IdP session exists between the identity, i.e. the user, and the IdP.
It is characterized by an IdP token. The IdP can create an assertion that expresses that the IdP
has authenticated the user successfully. Based on a trust relationship between the SP and IdP,
the SP establishes the SP session with the user. The SP session is characterized by an SP Token.

4.3.3 Functional Requirements

The functional requirements that have to be fulfilled by the system are elaborated in the follow-
ing. First, an overview that categorizes the requirements is provided. Afterwards, two functional
requirements are discussed in more details. For a complete overview on all requirements it is
referred to Section A.1.1.
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Figure 4.13: Session and Token View

4.3.3.1 Overview on Functional Requirements

Table 4.2 provides an overview on the elicited functional requirements and categorizes the re-
quirements into eight different categories. The requirement number (No) in Table 4.2 is used to
uniquely identify the requirement, whereas the short title (short) provides a semantic meaning.

4.3.3.2 Selected Functional Requirement

All functional requirements, which are itemized in Table 4.2, are elaborated in Annex A.1.1. In
the following one functional requirement is exemplified:

Table 4.3 shows requirement DM-VDM-1, which is the first requirement in the category of
device management (DM) that is concerned with the management of the virtual device (VDM)
itself. The short title of the requirement illustrates that it must be possible to add devices to an
existing virtual device. The full description details the mechanism. The only stakeholder for
DM-VDM-1 is the user and the rationale provides reasons and motivations for the requirement
itself. In addition, DM-VDM-1 depends on DM-SA-1, i.e. mutual authentication of devices.
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Table 4.2: Overview on Functional Requirements

Category Identifier Short Name

Device Discovery
DM-DD-1 Device discovery in general (c.f. R4)
DM-DD-2 Proximity detection
DM-DD-3 Device Discovery should not reveal any information

Security Management
DM-SA-1 Mutual authentication of devices
DM-SA-2 Secure storage of credentials

Device Management
DM-VDM-1 Adding a Device to VD
DM-VDM-2 Removing a Device from VD
DM-VDM-3 Device Identity

Device Characteristics

DM-DC-1 Capturing of device characteristics
DM-DC-2 Manual editing of device characteristics
DM-DC-3 Selection of usage context
DM-DC-4 Data format for device characteristics

Data Management DM-DA-1 Mechanism for data exchange

Assertion Exchange

IdM-AE-1 Protocol for the request of authentication assertions
IdM-AE-2 Authorization based on device ID
IdM-AE-3 Information about usage purpose
IdM-AE-4 Manual confirmation
IdM-AE-5 Feedback if manual confirmation is required

Identity Activation
IdM-IA-1 Protocol for identity activation (c.f. R3)
IdM-IA-2 Authorization based on device ID
IdM-IA-3 Feedback on device triggered for identity activation

Identity Management

IdM-IM-1 Capture existing identities
IdM-IM-2 Store metadata on identities
IdM-IM-3 Automatic capturing of existing identities
IdM-IM-4 Manual adding and removal of user identities
IdM-IM-5 Manual modification of identity information
IdM-IM-6 Graphical user interface of identity selection
IdM-IM-7 List of selectable identities
IdM-IM-8 Priorities for selectable identities

Table 4.3: Requirement DM-VDM-1: Adding a Device to VD

Device Management DM-VDM-1
Short Description Adding a Device to VD
Full Description A mechanism is required to add a device to the virtual device. The

mechanism must be manually triggered and confirmed by the user.
Adding a device to a Virtual Device must set the prerequisites to en-
able mutual authentication of devices.

Stakeholder User
Rational Users obtain new devices. It must be possible to add these devices to

the virtual device. The manual trigger is required to avoid the uninten-
tional adding of devices.

Dependencies DM-SA-1
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4.3.4 Non-Functional Requirements

In addition, to the functional requirements specified in Section 4.3.3, several non-functional re-
quirements exist. First an overview of nun-functional requirements is provided (c.f. Table 4.4).
Afterwards, one non-functional requirement is exemplified.

4.3.4.1 Overview on NonFunctional Requirements

Table 4.4 provides an overview on the elicited non-functional requirements. The columns are
labeled in adherence to Table 4.2. One can distinguish between the categories of security,
usability, performance and availability.

Table 4.4: Overview on Nonfunctional Requirements

Category Identifier Short Description
Security NF-1 Data minimization principle
Usability NF-2 High usability
Performance NF-3 No performance penalties
Security NF-4 No degradation of security
Availability NF-5 No dependency on single devices

4.3.4.2 Selected Nonfunctional Requirement

All non-functional requirements, which are itemized in Table 4.4, are elaborated in Annex
A.1.2. In the following one functional requirement is exemplified here.

Table 4.5 shows non-functional (NF) requirement NF-4 with the short title “No degradation of
security”. The full description gives details on the requirement. An interest in NF-4 has the
user, the IdP and the SP. The requirement does not depend on any other requirement.

Table 4.5: Requirement NF-4: No Degradation of Security

Security NF-4
Short Description No degradation of security
Full Description The security of the overall solution must not be less than having indi-

vidual devices.
Stakeholder IdP, SP, User
Rational The level of security is essential for the acceptance of the solution.
Dependencies

4.4 Security Analysis

The term security requirement is used to address requirements related to the security of systems.
Often security requirements are derived from security objectives that only manifest the need to
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obey protection goals on a dedicated asset. Security requirements are categorized into four
different categories:

- Functional Security Requirements: Describe the need for functionality and mechanisms
that are required to guarantee the security of a system. Examples for functional security
requirements are the need for authentication mechanisms or the need for encryption of
data.

- Security Constraints: Constrain the design space of functional requirements. An example
for a security constraint is that no identifiers that might be used to derive the user identity
must be used in a protocol.

- Organizational Security Requirements: Specify additional aspects to provide security by
non-technical mechanisms. Examples are the delegation of responsibilities to persons or
an appropriate documentation of the system.

- Secure Coding Requirements: Define guidelines for the creation of the source code in
order to implement the architecture. Examples are the avoidance of certain functions or
the checking of all input data.

In the following, the focus is on functional security requirements and security constraints. Orga-
nizational security requirements and secure coding requirements are considered as an additional
step that is needed to put the system into production.

4.4.1 Methodology

The applied methodology for the elicitation of security requirements consists of five steps.

- Identification of Assets: Assets have been identified based on usage scenarios, key con-
cepts and functional requirements. Section 4.4.2 provides an overview of the identified
assets.

- Threat Identification: The STRIDE methodology (see Section 2.5.2.3) is applied to iden-
tify threats. Section 4.4.3 provides an overview on the identified threats.

- Threat Description: The threat description provides additional details on the threats. Sec-
tion 4.4.4 details two example threats. For the description of all threats, it is referred to
Section A.1.3.

- Threat Prioritization: Since not all threats are equal, it is required to prioritize them. The
used principles are elaborated below.

- Description of Security Requirements: Finally the threats are transposed to security re-
quirements. More details on the description itself are provided below. Section 4.4.5
contains an overview on the security requirements with two sample descriptions. For the
complete description of all security requirements it is referred to Section A.1.4.
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4.4.1.1 Threat Description

To describe the threats, a semiformal representation is used. It consists of the following ele-
ments:

- Threat Identifier: Each threat is identified by an identifier in the format Ax_Ty. x identi-
fies the asset, which is endangered, and y is a consecutive number.

- Threat Title: Each threat has a title for human interpretation

- Description: The threat description consists of two parts. First, the objective, elaborates
the goal of a potential attacker. Second, the precondition describes what is required that
the threat might materialize as attack.

- Attacker: Enumerates potential attackers that might transform the threat into an attack.

- Impact: The impact considers damage that might occur due to the threat with respect to
monetary loss and loss of reputation. To quantify the impact, a discrete grading consisting
of three grades has been selected:

Impact = {High,Medium,Low}

– High: The impact is high, if an attacker is the position to create significant damage
that cannot be recovered.

– Medium: The impact is medium, if the damage is detectable, but recoverable. More-
over the obtained knowledge cannot be used to launch other attacks.

– Low: The impact is low if the damage is detectable, but negligible.

- Probability of Precondition: Quantifies the probability that an attacker might fulfill the
preconditions to transform a threat into an attack. Also for the quantification of the prob-
ability of preconditions, a discrete grading consisting of three grades has been selected:

Probability of Precondition = {High,Medium,Low}

– High: The preconditions are often realized or it is easy to realize the preconditions.

– Medium: The preconditions are realized from time to time.

– Low: The preconditions are only rarely met or it is difficult to realize the precondi-
tions.

- Priority: The priority defines the importance to consider the threat. The priority depends
on the probability of preconditions and on the impact of the threat. The determination of
priority values is detailed in the subsection Threat Prioritization.

- Scope: The scope defines whether the threat has to be considered by appropriate security
requirements. A grading consisting of three grades has been defined:

Scope = {In, Partially, Out}
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– In: The threat is relevant and has to be considered by the definition of security
requirements.

– Partially: The threat is partially relevant has to be considered in dependence of the
impact and the probability of preconditions.

– Out: The threat is not in scope and it is not required to define security requirements.

4.4.1.2 Threat Prioritization

The values of the impact of a threat as well as for the probability of preconditions are determined
by hand. Combination of impact and probability allows the derivation of the priority according
to the following table. The threat priority is hereby determined by the rounded-up mean value
of the impact and the probability of preconditions. For example, if the impact is medium and
the probability of preconditions is high, the threat priority will be high.

Table 4.6: Threat Prioritization

Probability of Preconditions
High Medium Low

Im
pa

ct High High High Medium
Medium High Medium Medium
Low Medium Medium Low

The threat priority is combined with the scope of a threat to decide whether security require-
ments have to be defined, i.e. the impact on security requirements. If a threat is out of scope
the threat is not considered for the elicitation of security requirements. If the threat is partially
in scope, the threat priority is downgraded by one level, i.e. a threat with high priority is down-
graded to medium if the threat is only partially in scope. If the priority has been low and the
threat is only partially in scope, the threat is not considered anymore.

Impact on Security Requirements = (Consideration,Security Requirement Priority)
Consideration = {Y es,No}

Security Requirement Priority = {High,Medium,Low}
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Table 4.7: Threat Scoping

Threat Priority
High Medium Low

Sc
op

e In (Yes, High) (Yes, Medium) (Yes, Low)
Partially (Yes, Medium) (Yes, Low) No
Out No No No

4.4.1.3 Description of Security Requirements

The in Section 4.4.5 enumerated security requirements are described by

- Identifier: Identifies the security requirement uniquely
- Short Name: Provides a human readable identifier for the security

requirement
- Long Description: Gives a comprehensive description
- Stakeholder: Defines the stakeholders that have an interest in the ful-

fillment of the security requirement
- Addressed Threats: References the threats that are addressed and countered
- Security Requirement Priority: Defines the priority of the requirement (see Sec-

tion 4.4.1.2)



4.4 Security Analysis 77

4.4.2 Identification of Assets

This section provides an overview on the assets that can be identified on the base of the usage
scenarios (Section 4.1), the key concepts (Section 4.2) and on top of the functional requirements
(Section 4.3). Table 4.9 shows the identified assets. It distinguishes two different kinds of assets:
physical assets and virtual assets (column Character). A physical asset is tangible. Whereas a
virtual asset is non-tangible, i.e. it can be easily copied. The column “Source” gives details on
the source for the given requirement.

Table 4.9: Overview on Assets

Asset Character Description Source
User Device Physical The user owns several devices. Some of

them are static others are mobile.
Figure 4.12

Virtual Device Virtual The virtual device is represented as compo-
sition of user devices.

Section 4.2.1

IdP Token Virtual Represents the state of an IdP session. Figure 4.13
SP Token Virtual Represents the state of an SP session Figure 4.13
Authentication
Credentials

Virtual or
Physical

Used to establish an IdP Session. Figure 4.13

SP Assertion Virtual Used to establish an SP Session. Figure 4.13
Security Proper-
ties

Virtual Describes the security properties of a de-
vice.

Figure 4.12

Device Discov-
ery Information

Virtual For the discovery of other devices belonging
to a virtual device, some kind of informa-
tion has to be exchanged

DM-DD-3

Device Identifier Virtual Used for the communication/discovery
with/of other devices.

DM-DM-3

Credential Store Virtual or
Physical

Stores sensitive information on a user de-
vice.

DM-SA-2

Device Charac-
teristics

Virtual Used for the determination of security prop-
erties.

DM-DC-2

Usage Context Virtual Information about the usage context of iden-
tities and devices.

DM-DC-3

Assertion Au-
thorization

Virtual Policies that describe who/what is allowed
to request an assertion.

IdM-AE-2

Activation Au-
thorization

Virtual Policies that describe who/what is allowed
to activate an identity.

IdM-IA-3

4.4.3 Threat Identification

Based on the identified assets in Table 4.9, the STRIDE methodology (c.f. Section 2.5.2) has
been applied to identify threats. That means that every asset is considered under each of the six
STRIDE threats. If an asset is subject to a threat, Table 4.10 contains a threat identifier. Each
threat identifier (e.g. A1_T1) consists of the asset number (e.g. A1) and a threat identifier (T1)
that is unique per asset.
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Table 4.10: Identified Threats
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A1 User Device A1_T1 A1_T2 A1_T3 A1_T4 A1_T5 A1_T1
A1_T6

A2 Virtual Device A2_T1 A2_T2 A2_T3 A2_T1
A3 IdP Token A3_T1 A3_T1 A3_T2
A4 SP Token A4_T1 A4_T1 A4_T2
A5 Authentication Creden-

tials
A5_T1 A5_T2 A5_T1 A5_T3

A6 SP Assertion A6_T1 A6_T2
A7 Security Properties A7_T1 A7_T2 A7_T3
A8 Device Discovery Infor-

mation
A8_T1 A8_T2,

A8_T3
A9 Device Identifier A9_T1
A10 Credential Store A10_T1
A11 Device Characteristics A11_T1 A11_T2
A12 Usage Context A12_T1 A12_T2
A13 Assertion Exchange Au-

thorization
A13_T1 A13_T2 A13_T1

A14 Identity Activation Au-
thorization Policies

A14_T1 A14_T2 A14_T1

4.4.4 Threat Description

All threats, which are itemized in Table 4.10, are elaborated in Annex A.1.3. In the following
one threat is exemplified in detail.

Threat A5-T1 in Table 4.11 describes the illegal service consumption by exploiting asset A5,
i.e. authentication credentials. The objective of an attacker is to consume services on behalf of
the user or to get access to user data. The preconditions specify that the attacker has to obtain
the authentication credentials of the user. Since the authentication credentials are not specified
in more detail, the effort to fulfill the preconditions depends on the kind of authentication cre-
dentials. An attacker might be an external attacker or the SP itself. The victims of the attack
are the user and the IdP. If the authentication credentials are misused the IdP asserts wrongly a
successful authentication towards other SPs and is potentially liable.
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The impact is considered as being high, because an attacker that impersonates the user can con-
sume all services that are bound to the identity. The probability of preconditions depends on the
kind of credentials. Here, the probability of preconditions is high, because a username/password
combination is considered to be easily obtainable. This results in a high priority of the threat.
The threat is considered in scope of the system. In the discussion section some aspects are
excluded from the consideration of the system. Finally, the resulting security requirements are
defined.

Table 4.11: Threat A5-T1 – Illegal Service Consumption

Illegal Service Consumption A5-T1
Objective: An attacker uses user’s authentication credentials to consume service on
behalf of the user and to get access to user data bound to user’s identity.
Prerequisite: The attacker must obtain the authentication credentials. Depending on
the kind of authentication credentials, the difficulty to obtain them is different. The
authentication credentials cannot only be obtained from the user, but also from the IdP.
Attacker: External Attacker, SP Victim: User, IdP
Impact: High Precondition: High
Priority: High Scope: In
Discussion: Social Engineering is out of scope. We do not consider attacks based on
password phishing or similar vulnerabilities.
Security Requirements: SR_14, SR_15

4.4.5 Overview of Security Requirements

Table 4.12 provides an overview on the derived security requirements. A security requirement
specifies either a concrete security mechanism or specifies constraints on dedicated function-
ality. In addition, security requirements SR-100 to SR-103 specify additional requirements
regarding session management functionality. Such functionality seems to be reasonable to in-
crease usability and thus security. A detailed discussion of one example security requirements
follows in Section 4.4.6.

4.4.6 Selected Security Requirements

All security requirements, which are itemized in Table 4.12, are elaborated in Annex A.1.4. In
the following one security requirement is exemplified.

Table 4.13 specifies security requirement SR-6, i.e. the need for a mechanism to limit the rate
of identity activation and assertion exchange requests. The goal of a mechanism that addresses
SR-6 is to prevent DoS attacks. The requirement addresses threat A1-T6 and A1-T5.



80 Chapter 4. Architecture Design for Multi-device Identity Management

Table 4.12: Identified Security Requirements

No Short Name
SR-1 Mechanism for prevention of unauthorized device usage
SR-2 Mechanism for removing devices from virtual device
SR-3 Logging of service consumption
SR-4 No dependency on single device
SR-5 Authorization mechanism for modifying a virtual device
SR-6 Rate Limiting for identity activation and assertion exchange
SR-7 Mechanism to obtain information about virtual device composition
SR-8 Logging for virtual device modification
SR-9 Confidentiality of information about virtual device composition
SR-10 Secure transmission of IdP token
SR-11 Secure storage of IdP token
SR-12 Secure transmission of SP token
SR-13 Secure storage of SP token
SR-14 Secure storage of authentication credentials
SR-15 Secure transmission of authentication credentials
SR-16 Logging mechanism for authentication credential usage
SR-17 Secure transmission of SP assertions
SR-18 Secure storage of security properties
SR-19 Logging mechanism for changed security properties
SR-20 storage of all security properties only on secure devices
SR-21 Secure device discovery
SR-22 Availability of device discovery
SR-23 Encrypt device identifiers or avoid unique device identifiers
SR-24 Access control on credential store
SR-25 Secure storage of device characteristics
SR-26 Logging mechanism for changed device characteristics
SR-27 Secure storage of usage context
SR-28 Logging mechanism for usage context change
SR-29 Secure storage of assertion exchange authorization policies
SR-30 Logging mechanism for assertion exchange authorization policy change
SR-31 Secure storage of identity activation authorization policies
SR-32 Logging mechanism for identity Activation Authorization Policy Change
SR_100 Mechanism to stop all IdP sessions
SR_101 Mechanism to stop IdP sessions on one device
SR_102 Mechanism to stop all SP sessions
SR_103 Mechanism to stop all SP sessions on one device
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Table 4.13: Security Requirement SR-6 – Rate Limiting for Identity Activation and Assertion
Exchange

SR-6 Rate Limiting for Identity Activation and Assertion Exchange
The rate of identity activation requests and Assertion Exchange requests should be limited to
avoid DoS attacks and prevent malicious behavior. The rate must be adjustable by the owner of
the virtual device.
Stakeholder 0
Addressed Threats A1-T6, A1-T5
Priority Medium
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4.5 Functional Architecture

The functional architecture addresses the elicited requirements, partitions the system into differ-
ent blocks and puts them into relation to each other. This allows the fulfillment of the challenges
exposed in the usage scenarios.

The functional architecture consists of the following parts:

- Functional Blocks: Realize the functionality within a device and within the virtual device
composition. Functional blocks are composed of functional subblocks.

- Inter-device Interfaces: Inter-device interfaces are used for the communication and col-
laboration of devices that are part of the virtual device.

- Intra-device Interfaces: Intra-device interfaces interconnect the functional blocks residing
within a device.

The semi-formal description of the functional architecture uses UML component diagrams.
Component diagrams allow a step-by-step refinement of the architecture description. Functional
blocks are modeled as components, i.e. the terms functional block and component are used
synonymously in the following. The functional blocks operate on data models that have been
specified using class diagrams. Component diagrams and class diagrams have been slightly
adapted for simplification and improved readability. Section B provides details on the used
modeling techniques and highlights modifications of the applied UML diagrams.

Section 4.5.1 gives an overview on the functional architecture. It introduces the virtual device
view that highlights the inter-device interfaces and gives an overview on a single device with its
functional blocks that are interconnected by intra-device interfaces. Afterwards the identified
functional blocks are refined (→ Section 4.5.2 - Section 4.5.5) regarding their internal structure
and the used data models. The provided and required intra-device interfaces and the addressed
requirements are also described.

4.5.1 Overview on Building Blocks

4.5.1.1 Virtual Device View

Figure 4.14 indicates the interfaces between the devices that are part of a virtual device. Each
interface groups dedicated functionality and is detailed in Chapter 5. It is possible to distinguish
between interfaces that rely on the existence of a secure channel4 between the devices and those
that do not require a secure channel.

- IdentityManagement Interface (If-IdM): The If-IdM provides functionality that relates to
the realization of the Multi-device IdM concept. It operates on top of a secure channel.

4This thesis assumes a mutually authenticated channel that provides confidentiality and integrity protection.
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Interdevice Interfaces
requiring secure channel

Interdevice Interfaces 
requiring no secure channel

Virtual Device

IdentityManagement
Interface

VDManagement
Interface

SecureConnection
Interface

DeviceDiscovery
Interface

<<component>>
Device

<<component>>
Device

Key: Adapted UML

Figure 4.14: Component Diagram of Virtual Device – Virtual Device View

- VirtualDeviceManagement Interface (If-VDM): The If-VDM provides functionality for
the management of the virtual device. It operates on top of a secure channel.

- SecureConnection Interface (If-SC): The If-SC provides functionality for the establish-
ment of a mutually authenticated, confidentiality-protected and integrity-protected chan-
nel between devices that are part of a virtual device. It requires the prior establishment of
a security association between the devices.

- DeviceDiscovery Interface (If-DD): The If-DD provides functionality for the mutual dis-
covery of devices that belong to the virtual device. Since it is required to bootstrap the
secure channel required for the If-IdM and for the If-DM, it does not require the existence
of a secure channel.

Figure 4.15 illustrates the dependencies of the interface, i.e. which interface depends on the
functionality provided by another interface. The upper layer depends on the functionality pro-
vided by the lower layer. The If-SC depends on the If-DD, whereas If-IdM and If-DM depend
on the existence of secure channels provided by the If-SC.
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Figure 4.15: Dependencies of Interfaces

4.5.1.2 Intra-Device View

Within a device, which is part of the virtual device, four functional blocks have been identified
based on the requirements. Each functional block is composed of several functional subblocks.

- Identity Manager (IM): The IM is responsible for the management of user’s identities.
This comprises functionality for the interworking with applications that request the acti-
vation of identities, interfaces for the configuration of identities, and filtering and selection
algorithms for identities.

- Identity Transfer Enabler (ITE): The ITE complements the IM regarding the virtual device
view. It realizes the protocols for the exchange of information about identities between
devices, the activation of identities on remote devices and the retrieval of assertions from
remote devices to consume services.

- Device Manager (DM): The DM realizes the core functionality required to operate a vir-
tual device. This includes device discovery, management of the virtual device composi-
tion, establishment of secure channels between devices, and collection and exchange of
data describing the device characteristics.

- Secure Storage Enabler (SSE): The SSE is a utility component to securely store data on
devices. In addition it is responsible for recording logging data. The provided function-
ality is used by the IM and by the DM.

These functional blocks are connected by inter-device and intra-device interfaces as depicted in
Figure 4.16. Details on the interfaces are provided below. Each functional block is described in
the following with its internal structures, i.e. detailed view, the used data model, the provided
and required interfaces, and by an explanation of the addressed requirements.
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4.5.2 Identity Manager

4.5.2.1 Detailed View

The Identity Manager (IM) consists of five functional subblocks (→ Figure 4.17).

- Identity Manager Controller (IM-C): The IM-C is the central component of the IM. It
receives requests for identity activation and creation of SP assertions from applications
via the Application Interface (If-App) or from other devices that are part of the virtual
device via the If-IdM from the ITE (→ Section 4.5.3). The IM-C has the possibility to log
events for auditing purposes using the Logging Interface (If-Log). For interaction with
the user, the UserRequestInterface (If-UR) is used.

- Identity Manager User Interface (IM-UI): The IM-UI provides functionality to interact
with the user. The provided functionality is used by the Identity Manager Authenticator
and by the IM-C. In addition the user can modify identity data stored within the IM-DM.

- Identity Manager Filter and Selector (IM-IFS): The IM-IFS contains filtering algorithms
to support the user with the selection of possible identities. The filtering process is de-
tailed in Section 5.2. It uses two information sources about available identities. First,
information about locally available and potentially active identities is obtained from the
Identity Data Manager by using the IdentityDataAccess Interface (If-IDA). Second, infor-
mation about identities that are available or active on other available devices that are part
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of the VD is obtained from the ITE via the IdentityInformation Interface (If-II) in combi-
nation with the DeviceInformation Interface (If-DI) that provides information about the
available devices.

- Identity Manager Authenticator (IM-A): The IM-A implements actual authentication al-
gorithms. Based on an extendable concept, existing authentication algorithms can be
integrated. Required credentials can be securely stored using the SecureStorage Interface
(If-SS). For interactions with the user the interface to the IM-UI is used.

- Identity Manager Data Manager (IM-DM): The IM-DM is a support component. It pro-
vides structured access to identity data, which is securely stored by using the If-SS. Iden-
tity data can be manipulated via a graphical user interface provided by the IM-UI.

4.5.2.2 Data Model

The IM requires a data model for its operation. Figure 4.18 specifies the used data model. An
identity (→ Figure 4.12) consists of attributes that are associated with an identity identifier.

An identity has an associated state. If an IdP Session exists (→ Figure 4.13), the identity is
considered to be active. If no IdP Session exists, but the identity could be enabled on the given
device or on another device that is part of the virtual device, the identity is considered to be
activatable. In all other cases, an identity is considered as not useable. The beginning and the
supposed end of an IdP session are stored as time instances.

The IdP determines the authentication methods that are supported and that might by used for
authentication. Moreover, the IdP issues appropriate authentication credentials that are bound
to the identity identifier.

The usage context and the security level complement the meta data on identities. Both provide
the possibility to specify additional constraints on the usage of identities on devices. Hereby,
the security level describes the minimum level of security that a device has to fulfill in order
that the identity can be activated on that device.
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Figure 4.18: Identity Data Model for Internal Decisions

4.5.2.3 Intra-Device Interfaces

The IM requires or provides the following interfaces to other components (→ Table 4.14):

Table 4.14: Intradevice Interfaces provided/required by IM

Functional
Subblock

Interface Required/
Provided

Explanation

IM-C If-App Provided Used by applications to make use of the identity ser-
vices (c.f. for specification)

If-IdM Provided Used by the ITE to request usage of identities on
local devices.

Required Uses the ITE to request usage of identities on remote
devices.

If-Log Required Used to log activation/deactivation of identities.
IM-IFS If-DI Required Used to obtain information about available devices

and their characteristics.
If-II Required Used to obtain information about identities on other

devices that are part of the virtual device
IM-DM If-SS Required Used to securely store and retrieve sensitive identity

information on the local device. Uses the data model
from Figure 4.18.

If-Log Required Used to log changes of identity data.
IM-A If-SS Required Used to securely store and retrieve authentication

credentials on the local device.
If-Log Required Used to log events regarding the usage of authentica-

tion credentials.
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4.5.2.4 Addressed Requirements

The IM addresses the following requirements:

Table 4.15: Requirements addressed by the Identity Manager

Requirement Addr. Explanation
R2:
Task distribution

Yes The IM-C is able to trigger the activation of
identities via the ITE. The IM-IFS is responsible
for deciding about the task distribution.

R7:
Determination of usage
context

Yes The IM-IFS takes the usage context into ac-
count, which the user can configure for identi-
ties via the IM-UI.

IdM-IM-1:
Capture existing identities

Yes The user has the possibility to add his identities
to the IM-ID via the corresponding user inter-
face provided by the IM-UI.

IdM-IM-2:
Store metadata on identities

Yes The IM-ID with the corresponding data model
(c.f. Figure 4.18) provides the possibility to
store identity information.

IdM-IM-3:
Automatic capture of exist-
ing identities

Partially An automatic capturing of existing identities,
requires the integration into the application in-
terface. This requirement is considered as op-
tional in the following.

IdM-IM-4:
Manual adding and removal
of user identities

Yes The user has the possibility to add his identities
to the IM-ID via the corresponding user inter-
face provided by the IM-UI.

IdM-IM-5:
Manual modification of
identity information

Yes The IM-UI provides together with the Identity
Data Access Interfacethe possibility to modify
meta data associated to identities.

IdM-IM-6:
Graphical user interface for
identity selection

Yes The IM-UI provides a user interface for identity
selection. In addition it is possible for an appli-
cation for implement a corresponding function-
ality by using the application interface.

IdM-IM-7:
List of selectable identities

Yes The IM-IFS filters user’s identities and provides
a sorted list of identities.

IdM-IM-8:
Priorities of selectable iden-
tities

Yes The IM-IFS provides the possibility to sort the
list according to various priorities, e.g. prefer
active identities, prefer locally useable identi-
ties.

SR-3:
Logging of service con-
sumption

Yes The IM-IMC logs events regarding the activa-
tion and deactivation of identities as well as
assertion and identity activation requests from
local or remote.

Continued on next page
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Table 4.15: Requirements addressed by the Identity Manager

Requirement Addr. Explanation
SR-10:
Secure transmission of IdP
token

No The IM-A relies for the secure transmission of
the IdP-Token on secure channel between the
device and the IdP. The establishment of such a
secure channel is important but not considered
in more detail in the following.

SR-11:
Secure storage of IdP token

Yes The IM-A uses the If-SS to store IdP Tokens.

SR-12:
Secure transmission of SP
token

No The IM-A relies for the secure transmission of
SP-Tokens on a secure channel between the de-
vice and the IdP as well as between the device
and the SP. The establishment of such a channel
is important but not considered in more detail in
the following.

SR-13:
Secure storage of SP token

Yes The IM-A uses the If-SS to store SP Tokens.

SR-14:
Secure storage of authenti-
cation credentials

Yes The IM-A uses the If-SS to store authentication
credentials.

SR-15:
Secure transmission of au-
thentication credentials

No The IM-A relies for the secure transmission of
authentication credentials on a secure channel
between the device and the IdP.

SR-16:
Logging mechanism for
authentication credential
usage

Yes The IM-A logs the usage of authentication cre-
dentials. Sensitive information (i.e. passwords)
is not stored.

SR-18:
Secure storage of security
properties

Yes The IM-DM stores all information about identi-
ties by using the If-SS.



4.5 Functional Architecture 91

4.5.3 Identity Transfer Enabler

4.5.3.1 Detailed View

The Identity Transfer Enabler (ITE) extends the IM with regard to multiple devices and enables
the usage of identities across devices. It consists of three components (→ Figure 4.19):

- Identity Transfer Enabler Controller (ITE-C): The ITE-C is the central component of the
ITE. It interacts with the other devices that are part of the virtual device in order to ex-
change information about the available identities, activate identities on remote devices or
retrieve SP assertions from remote devices. This is achieved by the IdentityManagement
Interface that connects the ITE on one hand to the local IM and on the other hand to
remote devices via a secure channel. Information and details about the available devices
are obtained by using the DeviceInformation Interface (If-DI).

- Identity Transfer Enabler Data Manager (ITE-DM): The ITE-DM uses the same data
model as the IM-DM in order to store meta data on identities. The temporarily stored
information is accessible by the IM-IFS through the If-II. Since the information regarding
identities on remote devices is of temporal nature, there is no need for permanent storage.
Therefore, the ITE-DM does not implement the SecureStorage Interface.

- Identity Transfer Enabler Authorization Manager (ITE-AM): The ITE-AM authorizes re-
quests from other devices regarding identity activation and SP assertion retrieval. Autho-
rization decisions are based on policies that are stored using the If-SS.
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Figure 4.19: Component Diagram of Identity Transfer Enabler
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4.5.3.2 Data Model

The ITE uses the same data model as the IM (→ Figure 4.18).

4.5.3.3 Intra-Device Interfaces

The ITE requires or provides the following interfaces:

Table 4.16: Interfaces provided/required by Identity Transfer Enabler

Functional
Subblock

Interface Required/
Provided

Explanation

ITE-C If-IdM5 Provided Used by the local IM to request usage of identities
on remote devices.

Provided Used by ITE-C on remote devices to request usage
of identities on local device

Required Uses the ITE-C of remote devices to request usage of
identities on remote devices.

Required Uses the local IM to realize usage requests for iden-
tities from remote devices

If-Log Required Used to log request for usage of identities from re-
mote devices.

If-DI Required Used to obtain information about available devices.
ITE-AM If-SS Required Used to store access control policies.

5The If-IdM exists in two instantiations. One instantiation is for intra-device usage, whereas the other version
is for inter-device usage, i.e. a secure channel is required.
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4.5.3.4 Addressed Requirements

The ITE addresses the following requirements:

Table 4.17: Requirements addressed by the Identity Transfer Enabler

Requirement Addr. Explanation
R3:
Remote activation

Yes Remote identity activation is possible with the
If-IdM.

R8:
Distributed data handling

Partially The If-IdM is used to transfer identity data be-
tween different devices.

IdM-AE-1:
Protocol for the request of
authentication assertions

Yes Realized by the AssertionRequest Interface (If-
AR), which is part of the If-IdM and realizes the
Assertion Request Protocol. The If-AR allows
the retrieval of assertions from a remote device.
For details on the protocol it is referred to sub-
section 5.3.3.

IdM-AE-2:
Authorization based on de-
vice identity

Yes Upon reception of an assertion request from a
remote device, the ITE-AM has to authorize the
request. As part of the assertion request proto-
col, the device identity has to be provided. De-
pending on the decision, the assertion request is
allowed or denied.

IdM-AE-3:
Information about usage
purpose

Yes As part of an assertion request or identity acti-
vation request, the usage context has to be pro-
vided. This is realized as part of the Assertion-
Request Interface and within the IdentityActiva-
tion Interface.

IdM-AE-4:
Manual confirmation

Yes Realized within the IdentityInformation Inter-
face that connects the ITE to the IDM. Allows
the ITE to request user confirmation via the user
interface provided by the IM.

IdM-AE-5:
Feedback if manual confir-
mation is required

Yes Has to be realized within the IdentityInforma-
tion Interface that connect the ITE to the IDM,
which provides a user interface.

IdM-IA-1:
Protocol for identity activa-
tion

Yes Realized by the Identity Activation Interface (If-
IA), which is part of the If-IdM and realizes the
Identity Activation Protocol. The If-IA allows
the activation of identities from remote devices.
For details on the protocol it is referred to sub-
section 5.3.2.

Continued on next page
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Table 4.17: Requirements addressed by the Identity Transfer Enabler

Requirement Addr. Explanation
IdM-IA-2:
Authorization based on de-
vice identity

Yes Upon reception of an identity activation request
from a remote device, the ITE-AM has to au-
thorize the request. As part of the identity ac-
tivation protocol, device identity has to be pro-
vided. Depending on the decision, the identity
activation request is allowed or denied.

DM-DA-1:
Mechanism for data ex-
change

Yes Via the Identity Information interface (If-II)
devices exchange properties of identities, e.g.
the State of the identity, the configured usage
context, etc.

SR-3:
Logging of service con-
sumption

Yes All assertion and identity activation requests are
logged by the ITE-ITC using If-Log.

SR-4:
No dependency on single
device

Yes If a previously discovered device disappears,
the Assertion Request Protocol as well as the
Identity Activation Protocol provide time out
mechanism.

SR-6:
Rate Limiting for identity
activation and assertion ex-
change

Yes The ITE-ITC maintains an internal database
that counts the number of assertion and identity
activation requests from remote device. If a
previously configured threshold is exceeded
further requests are blocked.

SR-17:
Secure transmission of SP
assertions

Yes The If-AR relies on a secure channel for the
transmission of SP assertions between devices
belonging to the same virtual device.

SR-29:
Secure storage of asser-
tion exchange authorization
policies

Yes The ITE-AM uses the If-SS to securely store
policies

SR-30:
Logging mechanism for
assertion exchange autho-
rization policy change

Yes The ITM-AM uses the If-Log to log authoriza-
tion policy changes.

SR-31:
Secure storage of identity
activation authorization
policies

Yes c.f. SR-29

SR-32:
Logging mechanism for
identity activation policy
change

Yes c.f. SR-30
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4.5.4 Secure Storage Enabler

4.5.4.1 Detailed View

The Secure Storage Enabler (SSE) provides functionality for the secure storage of information
and collection of logging functionality. This functionality is essential for the other three building
blocks. It consists of two functional subblocks (→ Figure 4.20):

- Secure Storage Service (SSE-SSS): The SSE-SSS offers the SecureStorage Interface,
which is used to securely store data. If available the secure storage uses encrypted storage
or dedicated hardware.

- Logging Service (SSE-LS): The SSE-LS is used by other functional blocks to log events.
This is essential for the auditing of incidents within the virtual device. It is possible to
chain the SSE-LS running on different devices.
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Figure 4.20: Component Diagram of Identity Manager

4.5.4.2 Data Model

The data model of the SSE-SSS does not need to be specified. The SecureStorage Interface
provides access to a document oriented database system. A document oriented database system
provides primitives for adding, deleting and editing documents. In consequence each functional
block can maintain its data model and the SSE-SSS is reduced to storing simple documents with
the corresponding metadata.

The SSE-LS requires a data model to store log entries. Figure 4.21 illustrates the data model. It
allows the registration of the device identifier, the functional block and the functional subblock,
respectively, as well as the time instance and the log message itself.
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Figure 4.21: Data Model for Log Entries

4.5.4.3 Intra-Device Interfaces

The SSE requires or provides the following interfaces:

Table 4.18: Interfaces provided/required by Secure Storage Enabler

Functional
Subblock

Interface Required/
Provided

Explanation

SSE-SSS If-SS Provided Document-oriented database interface to securely
store sensitive data

SSE-LS If-L Provided Used by other functional block to store logging en-
tries.

Required Allows to forward all logging data for another Log-
ging Service

4.5.4.4 Addressed Requirements

The SSE addresses the following requirements:

Table 4.19: Requirements addressed by the Secure Storage Enabler

Requirement Addr. Explanation
DM-SA-2: Secure storage of Credentials

Yes

The SSE-SSS
addresses the
need for
secure storage
of various
kinds of
information.

SR-9: Confidentiality of virtual device composition
SR-11: Secure storage of IdP token
SR-13: Secure storage of SP token
SR-14: Secure storage of authentication credentials
SR-18: Secure storage of security properties
SR-20: Storage of all security properties only on a secure
device
SR-24: Access control for secure storage
SR-25: Secure storage of device characteristics
SR-27: Secure storage of usage context
SR-29: Secure storage of assertion exchange authorization
policies
SR-31: Secure storage of identity activation authorization
policies

Continued on next page
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Table 4.19: Requirements addressed by the Secure Storage Enabler

Requirement Addr. Explanation
SR-3: Logging of service consumption

Yes

The SSE-LS
addresses the
need to collect
logging
information
about the
various events
that took
place.

SR-8: Logging for virtual device modification
SR-16: Logging mechanism for authentication credential
usage
SR-19: Logging mechanism for changed security properties
SR-26: Logging mechanism for changed device characteris-
tics
SR-28: Logging mechanism for usage context change
SR-30: Logging mechanism for assertion exchange autho-
rization policy change
SR-32: Logging mechanism for identity activation authoriza-
tion policy change



98 Chapter 4. Architecture Design for Multi-device Identity Management

4.5.5 Device Manager

4.5.5.1 Detailed View

The Device Manager (DM) consists of six components (→ Figure 4.22):

- Virtual Device Manager (DM-VDM): The DM-VDM is responsible for the management
of the virtual device. It has knowledge about the individual devices that are part of the
virtual device and stores this information using the If-SS and the data model introduced
below. For the communication with other devices the DeviceManagment Interface (If-
DM) is used. It consists of the following parts:

The VDModification Interface (If-VDMod) is used to modify the virtual device, i.e.
adding or removing individual devices to the virtual device composition. This interface
is required by the Device Manager User Interface (DM-UI) to provide a graphical user
interface for the modification of the virtual device. Via the DeviceInformation Interface
(If-DI) it is possible to exchange characteristics (→ data model below) of devices among
each other, e.g. if device properties have changed. Via If-Log it is possible that one device
obtains logging information from all other devices. For security critical actions (i.e. mod-
ification of the virtual device and exchange of information between the devices belonging
to the virtual device), the DM-VDM depends on the Virtual Device Authorization Man-
ager. Via the PolicyRequest Interface (If-PR) authorization for security critical actions
can be requested.

- Secure Connection Broker (DM-SCB): The DM-SCB is an enabler component to establish
secure channels between devices. A secure channel is established after mutual authentica-
tion of devices and provides message confidentiality and integrity protection. An appro-
priate technology for the establishment of secure channels is TLS. For the establishment
of secure channels appropriate credentials (e.g. certificates) are required.

- Local Device Manager (DM-LDM): The DM-LDM captures local device characteristics
and makes the device properties accessible to the DM-VDM via the If-DI. Device charac-
teristics are stored using the If-SS. In addition the DM-LDM is responsible for the man-
agement of the usage context of a device. All information can be accessed and modified
by the DM-UI.

- Device Discovery Service (DM-DDS): The DM-DDS discovers devices of the virtual de-
vice composition that are available. In addition it is able to determine whether the device
is in the proximity. The realized DeviceDiscovery Interface (If-DD) is subject to special
security requirements, since device discovery might reveal information. Internally, it pro-
vides the DeviceAvailability Interface (If-DA) which is used to obtain information about
available devices.

- Device Manager User Interface (DM-UI): The DM-UI is used for the interaction with
the user. The user can access and modify information regarding the virtual device (i.e.
changing device properties, removing, adding devices) and regarding the local device.

- Virtual Device Authorization Manager (DM-VDAM): The DM-VDAM represents a policy
decision point. Based on policies that are stored using the If-SS, the DM-VDAM decides
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Figure 4.22: Component Diagram of Device Manager

whether authorization should be granted or not. The requesting component enforces the
decision.

4.5.5.2 Data Model

For the description of device characteristics, the data model depicted in Figure 4.23 has been
specified. A virtual device is considered as an association between devices, whereas devices are
identified by device identifiers.

Various kinds of information are bound to the device identifier. One or several usage contexts
determine the context in which the device can be used regarding service usage. The security
characteristics describe the device regarding its security capabilities. This comprises supported
authentication methods, supported security protocols and the availability of secure storage.

In contrast, the security properties are used to determine a security level for a device. Security
properties describe the installed software on a device. This is based on the assumption that
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the installed software is significant for potential vulnerabilities. Specializations of software de-
scriptors detail the installed operating system with the corresponding patch level or descriptors
that describe the existence of anti virus software.

Figure 4.23: Device Data Model for Internal Decisions

4.5.5.3 Intra-Device Interfaces

The DM requires or provides the following interfaces:

Table 4.20: Interfaces provided/required by the Device Manager

Functional
Subblock

Interface Required/
Provided

Explanation

DM-
VDM

If-Log Provided Allows the SSE-LS to transfer log entries to another
device.

Required Allows a remote device to add log entries to the local
SSE-LS.

If-SS Required Information about other devices is stored using If-
SS.

If-DI Required Used to retrieve information about the local device
from the DM-LDM

Provided Used to provide information about the local device
or devices that are part of the virtual device to other
devices, which are also part of the virtual device.

If-DA Required Used to obtain information about available devices
that are part of the virtual device

If-
VDMod

Provided Used to modify the virtual device, i.e. adding or re-
moving a device.

DM-LDM If-DI Provided Used to provide information about the local device.
Continued on next page
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Table 4.20: Interfaces provided/required by the Device Manager

Functional
Subblock

Interface Required/
Provided

Explanation

If-SS Required Used to store information about the local device.
Required in particular for manual modification of
device properties, if automatic collection is not feasi-
ble.

DM-SCB If-SS Required Used to store credentials that are required to estab-
lish a secure channel.

If-SC Required Used to establish secure channels with other devices.
Provided Used to establish secure channels with other devices.

DM-DD If-DA Provided Provides information about the availability of de-
vices.

4.5.5.4 Addressed Requirements

The DM addresses the following requirements:

Table 4.21: Requirements addressed by the Device Manager

Requirement Addr. Explanation
R1:
Secure exchange

Yes The DM-SCB is responsible for the establish-
ment of secure channels between devices.

R2:
Task distribution

No The distribution of tasks is not considered.

R4:
Discovery of user devices

Yes The DM-DDS addresses the discovery of user
devices.

R5:
Capture of device character-
istics

Yes The DM-LDM captures device properties.

R6:
Establishment of security
associations

Yes The DM-VDM creates and maintains security
associations with other devices of the virtual
device.

R7:
Determination of usage
context

Yes The DM-UI is used to configure the usage con-
text of a device. It is stored with the DM-LDM.

R8:
Distributed data handling

Partially The DM-VDM provides a mechanism for the
exchange of data characteristics.

DM-DD-1:
Device discovery in general

Yes c.f. R4

DM-DD-2:
proximity detection

Yes In addition to the discovery of devices, the DM-
DDS is able to provide information about the
proximity of devices belonging to a virtual de-
vice.

Continued on next page
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Table 4.21: Requirements addressed by the Device Manager

Requirement Addr. Explanation
DM-DD-3:
Device discovery should not
reveal any information

Yes It is assumed that the DM-DDS does reveal only
as much information as necessary during the
discovery process.

DM-SA-1:
Mutual authentication of
devices

Yes The DM-SCB allows the establishment of se-
cure channels.

DM-DM-1:
Adding a device to virtual
device

Yes The DM-VDM provides the If-VDM to mod-
ify the virtual device composition. This can be
either triggered via the local DM-UI or from
another device that is part of the VD.

DM-DM-2:
Removing a device from
virtual device

Yes c.f. DM-DM-1

DM-DM-3:
Device identity

Yes Each device within a virtual device can be iden-
tified by an device identifier (c.f. Figure 4.23.

DM-DC-1:
Capturing of device charac-
teristics

Yes c.f. R5

DM-DC-2:
Manual editing of device
characteristics

Yes The DM-UI allows to modify the device char-
acteristics manually. It is possible to add device
characteristics that cannot by collected automat-
ically.

DM-DC-3: Selection of
usage context

Yes The DM-UI allows to modify the usage context
of device by using the DM-DI.

DM-DC-4: Data Format for
device characteristics

Yes Figure 4.23 specifies a data model that captures
required device characteristics.

DM-DA-1: Mechanism for
data exchange

Yes The DM-VDM exchanges information about
devices and the virtual device with DM-VDM
on remote devices. The DM-VDAM decides
which information is provided to other devices.

SR-1:
Mechanism for prevention
of unauthorized device us-
age

Partially It is assumed that every device provides a lock-
ing mechanism that prevents unauthorized us-
age of the device itself.

SR-2:
Mechanism for removing
devices from VD

Yes c.f. DM-DM-2

Continued on next page
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Table 4.21: Requirements addressed by the Device Manager

Requirement Addr. Explanation
SR-4:
No dependency on single
device

Yes Each device that is part of a virtual device can
operate on its own. Parts of the functionality de-
pend on a single device. Assertion request and
identity activation might depend on a single de-
vice, i.e. this functionality is not available, if the
corresponding device is not available. If a pre-
viously discovered device becomes unavailable
adequate time mechanisms are provided by the
Device Management protocol.

SR-5:
Authorization mechanism
for modifying a VD

Yes The DM-VDAM allows the specification of poli-
cies that restrict the modification of the virtual
device. The DM-VDM requests policy decisions
before modification of the virtual device take
place.

SR-7:
Mechanism to obtain infor-
mation about VD composi-
tion

Yes The If-DI allows to access information about
the virtual device. The DM-UI visualizes the
corresponding information.

SR-8:
Logging of virtual device
modification

Yes The DM-VDM logs modifications of the virtual
device.

SR-9:
Confidentially of informa-
tion about virtual device
composition

Yes The DM-VDM uses the If-SS to store virtual
device information.

SR-18:
Secure storage of security
properties

Yes The DM-VDM and the DM-LDM use the If-SS
to securely store device characteristics.

SR-19:
Logging of changed secu-
rity properties

Yes The DM-VDM and the DM-LDM use the If-Log
to log changes regarding device characteristics.

SR-20:
Storage of all security prop-
erties only on secure de-
vices

Yes The DM-AM decides which information about
device characteristics is exchanged between
devices by the If-DM.

SR-21:
Secure device discovery

Yes c.f. DM-DD-3

SR-22:
Availability of device dis-
covery

Yes It is assumed that the device discovery does
not depend on a single device belonging to the
virtual device. It must be assumed that an indi-
vidual device might instantly disappear.

Continued on next page
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Table 4.21: Requirements addressed by the Device Manager

Requirement Addr. Explanation
SR-23:
Encrypt device identifiers or
avoid unique device identi-
fiers

Yes c.f. DM-DD-3

SR-25:
Secure storage of device
characteristics

Yes c.f. SR-18

SR-27:
Secure storage of usage
context

Yes c.f. SR-18

SR-28:
Logging of usage context
change

Yes c.f. SR-19

4.5.6 Deployment Aspects

The functional architecture does not make assumptions on the actual deployment. Basically, it
allows the realization of different deployment scenarios. For the deployment of functionality
the following non-functional requirements have to be considered:

NF-5 – No dependence on a single device: The deployed system must not constrain the user
in a way that he depends on a single device. On one hand, devices must remain independent
within the bounds of their capabilities (e.g. a device that does not support SIM card based
authentication, cannot use corresponding services). On the other hand, if several devices, which
are part of a virtual device, are available they have to collaborate to enable the benefits resulting
from multi-device IdM.

NF-4 – No degradation of security: The devices belonging to a virtual device collaborate to
enable multi-device IdM. The collaboration has to be organized and coordinated by the most
secure device which is currently available.

NF-1 – Data minimization principle: The devices belonging to a virtual device must not have
the same view on data that is required to enable multi-device IdM. That means different devices
of a virtual device must possess not more information about devices and identities than neces-
sary. This increases the security and privacy of the user. An insecure device that gets easier
compromised possesses less information, which results in less damage.

NF-2 – High usability: The virtual device provides a high usability, if the system limits the
number of device switches for the user to perform activities, like authentication. That means
it is assumed that it is beneficial, if there are devices with which the user interacts more often
than with others. More details on this aspect with respect to multi-device IdM are elaborated in
Section 5.5.
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The non-functional requirement on performance (NF-3) is less important for the deployment,
if the following assumptions hold: (1) Sufficient network transmission capacity for collabora-
tion between the devices. (2) Powerful devices to perform activities regarding virtual device
organization and multi-device IdM.

Non-functional requirements exclude both extreme deployment scenarios. A centralized de-
ployment that depends on the existence of a single device is excluded by NF-5. A fully decen-
tralized deployment, which means that all devices are equal with respect to functionality and
responsibilities, is excluded by NF-1 and NF-4.

A deployment scenario that considers NF1, NF-2, NF4, and NF5 is a flexible master-device
concept. That means one device out of the available devices that belongs to the virtual device
is selected as the master device. The master device has a complete view on the user’s identities
and on the complete device characteristics of individual devices. Devices that are not selected
as a master device depend on the coordination by the master device. The device that has the role
of the master device changes according to the availability of devices. For example, if the master
device becomes unavailable, e.g. if it is switched off, another device takes over the role of the
master device. This fulfills NF-5, i.e. the virtual device does not depend on the existence of a
single device. Moreover, NF-1 is fulfilled, because different devices have a different view on
the device characteristics and on the user’s identities. If the master device selection considers
the security level of the devices as an aspect, NF-4 would be fulfilled. Moreover, the master
device serves as main device for user activities and fulfills NF-2.
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5 Algorithms, Mechanisms and Protocols
for Multi-device Identity Management

This chapter details the functional architecture designed in Chapter 4 by providing different
views on the behavior of the system. Figure 5.1 outlines the structure of this chapter.

Section 5.1 makes up the foundation of the chapter with the introduction of the virtual device
lifecycle and of the identity lifecycle. The lifecycles provide an overview on the relationships of
the subsequent sections. A state diagram and an activity diagram glue together the algorithms,
mechanisms and protocols that are introduced in Section 5.2, Section 5.3, and Section 5.4.
For improved security and usability it is required to restrict the usage of identities and provide a
corresponding ranking of identities for the user to perform identity selection. Section 5.2 details
the specified identity filtering mechanisms. Section 5.3 introduces the designed protocols to
make identities usable across user devices, i.e. the multi-device IdM key concept. Section 5.2
and Section 5.3 rely on the virtual device concept. Section 5.4 specifies this concept with focus
on the required mechanisms to provide multi-device IdM. The virtual device concept and the
multi-device IdM concept provide various degrees of freedom with respect to the placement of
functionality. Section 5.5 elaborates these degrees of freedom and provides an algorithm for a
reasonable placement.

5.1 Overview on Lifecycles

This chapter shows the relationship between the virtual device concept and the multi-device
IdM concept. The lifecycles of virtual devices and the lifecycles of identities illustrate the

Figure 5.1: Chapter Outline
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dependencies and serve as basis for the introduction of the detailed mechanisms in subsequent
sections. The focus resides on the novelties of the multi-device IdM concept in relation to the
virtual device concept. For aspects that are not in focus, corresponding references are provided.

5.1.1 Lifecycle of Virtual Device

The lifecycle of a virtual device consists of four states as shown in Figure 5.2. This section
briefly introduces each state and provides references to sections that contain details.

Figure 5.2: Virtual Device Lifecycle

Virtual Device Creation: The creation of a virtual device requires at least one device and
includes the installation of the required middleware and the bootstrapping of security function-
ality. Since the virtual device creation is not the core focus of the thesis it is not covered. The
only exception is made for the bootstrapping of the security infrastructure that is covered in
Section 5.4.2.

Virtual Device Organization: A virtual device (re)organizes itself for two reasons. First,
devices are added or removed from the virtual device. Since adding and removing has an
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impact on the security associations between devices, the process of adding a device to the virtual
device is detailed in Section 5.4. Second, devices that already belong to the virtual device might
suddenly appear or disappear (e.g. one device might run out of battery power). In both cases a
series of activities related to the management of identities as well as related to the organization
of the virtual device have to be triggered. Section 5.2 and Section 5.3 detail the corresponding
activities regarding multi-device IdM. These activities comprise the first phase of the two-phase
identity filtering process and the protocols for the exchange of identity information.

Section 5.4.1 specifies activities regarding the virtual device organization itself. Among the
activities is the process of Master Device selection, which is required to fulfill non-functional
requirements (→ Section 4.5.6). The master device is one device within the virtual device
composition that is responsible for the management of the virtual device itself (→ Section 5.4.1
for more details). All activities that exchange information depend on the establishment of secure
channels between devices (→ Section 5.4.2 for more details). After all activities have finished,
the transition to the Virtual Device Operation state is triggered.

Virtual Device Operation: In this state, the virtual device is stable. That means available de-
vices do not appear or disappear. Based on a stable virtual device, the user consumes services
with selected identities. Section 5.1.2 provides additional details on the identity selection pro-
cess. If the make-up of the virtual devices changes, the Virtual Device Organization state is
entered.

Virtual Device Destruction: In this state, all activities to destroy the virtual device take place.
This includes the deletion of all data that has been collected or created during the other states
of the virtual device lifecycle. This state can be reached from all other states. This thesis does
not provide additional details on this state and the corresponding activities.

5.1.2 Identity Lifecycle

As introduced in Section 3.2.2.1 and shown in Figure 5.3, the lifecycle of an identity distin-
guishes three different states: Identity Creation, Identity Existence and Identity Destruction.
Details on the creation and destruction phase are not in scope of this thesis. It is assumed that a
user already has at least one identity.

Within the Identity Existence state different activities take place. At first, the user selects a
service and requests this service from the SP. The SP provides information about the require-
ments of using this service with respect to the required attributes and the required authentication
method. This information serves as input for the second phase of the identity filtering process
(→ Section 5.2) that creates a list of ranked identities of which the user selects one. Section 5.3.1
introduces a set of protocols that exchange different kinds of information on user’s identities.
Based on the exchanged information it is possible to check whether an identity is active, i.e.
whether an IdP session exists for that identity, or not. If no IdP session exists, the user can
activate such a session within the virtual device by means of the Identity Activation Protocol
(→ Section 5.3.2). Afterwards, the Assertion Request Protocol (→ Section 5.3.3) allows the
retrieval of the required SP assertions to authenticate against the SP and start with the service
consumption.
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Figure 5.3: Identity Lifecycle 1

5.2 Identity Filtering

The goal of the identity filtering process is to support the user with the identity selection as
introduced in Section 3.2.2.5. That means to consume a service the user has to select one of his
identities. The process of identity selection is considered to be difficult for the user. Therefore,
the identity filtering process restricts the choice the user has and ranks identities according to
defined policies. For example, the ranking prioritizes identities for which already an IdP session
exists.

The identity filtering process consists of two phases that take place at different points in time
as shown in Figure 5.4. Phase 1 is the Prefiltering phase, which takes place whenever the
virtual device is reorganized (i.e. Virtual Device Organization). Section 5.2.1 details phase 1.
Phase 2, the Final Filtering phase, takes place when the user selects an actual service, i.e. the
requirements of the service provider are taken into account. Section 5.2.2 details phase 2. The
following considerations do not take the actual deployment into account, i.e. where the identity
filtering process is executed and how the described data is gathered.

1The activity “Identity Filtering” is actually the step “Final Filtering” in Figure 5.4
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Figure 5.4: Overview on Identity Filtering

5.2.1 Phase 1: Prefiltering

The Prefiltering phase combines metadata about devices and metadata about identities with
policies (→ Figure 5.5) and classifies user’s identities into three categories:

- Directly usable identities (DI): This category comprises identities that can basically be
used on a device without interaction with other devices. That means the identity and the
device fulfill all requirements that are imposed by the policies.

- Indirectly usable identities (II): Identities that can only be used with the support of an-
other device that takes over the authentication against the IdP and provides the required
assertions.

- Unusable identities (UI): Identities that cannot be used on a device are in this category.
Reasons why an identity cannot be used on a particular device are among others an insuf-
ficient security level or an inappropriate usage context.

The set of indirectly usable identities is a superset of the directly usable identities. That means if
an identity is directly usable on a device, it is also indirectly usable with the support of another
device. However, if an identity is indirectly usable, this does not mean that it is directly usable
on a device.
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Figure 5.5: Data Flow Diagram of the Identity Filtering Process
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The result of the Prefiltering phase is, as shown in Figure 5.5, the so called identity device
matrix M . An entry mi,j describes the possibility to use identity i on device j.

M =

 m1,1 m1,2 . . .

m2,1
. . .

...

 (5.1)

mi,j is hereby a set of values xi,jy , e.g. mi,j = {xi,j1 , . . . , x
i,j
ki,j
}, with the following meaning. For

examplem3,5 = {DI, II1, II4} describes the possibilities to use identity 3 on device 5. Identity
3 can be either used, if an IdP session is established on device 5 or by corresponding activation
on device 1 or 4.

xi,jy =


DI → Identity i directly usable on device j
IIz → Identity i indirectly usable on device j

with the support of device z
(5.2)

Algorithm 1 (→ Page 115)2 creates M by applying policies. Figure 5.6 specifies the data model
for the policies in terms of filter rules. Two categories of filtering rules are distinguished:

- Activation Rules: Activation rules determine whether an identity can be activated on a
device or not. If an identity can be activated an IdP session can be established on a
device.

- Usability Rules: Usability rules determine whether an identity can be used on a device
or not. If an identity can be used on a device, a SP session can be established. The
corresponding IdP session does not have to reside on same device.

A Filter Rule (→ Figure 5.6) provides a method isFilterMatching that returns true, if the identity
and the device match the criteria specified by the filter rule. Otherwise, the identity and device
combination does not match, i.e. the identity is not usable/activatable on the given device for
the specified usage contexts.

Figure 5.6 distinguishes three different specializations of filter rules.

- Usage Context Filter: A usage context filter compares the usage contexts of identities
and devices. If the usage context is equal, the identity can be used/activated on the given
device. An identity as well as a device can have more than one usage context, i.e. usage
context sets SUC . If the intersection of both usage context sets is not empty (→ Eq. (5.3)),
the identity can be used/activated on the given device.

SUC,DeviceId ∩ SUC,IdentityId 6= {} (5.3)

2Algorithm 1 uses a pseudo code notation. It provides a procedure “Establish Device Identity Matrix” that
requires six parameters. The B symbol indicates a comment.
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Figure 5.6: Data Model for Filtering Rules

- Security Level Filter: A security level filter checks whether the security level of the device
is greater or equal as the security level specified by the identity metadata. Section 5.4.2.4
provides details on the determination of the security level.

- Authentication Capability Filter: An authentication capability filter checks whether the
provided device supports at least one authentication method that is supported by the iden-
tity, i.e. the IdP supports the authentication method. SAuthN is the set of authentication
capabilities. If Eq. (5.4) holds, the identity can be used on the given device.

SAuthN,DeviceId ∩ SAuthN,IdentityId 6= {} (5.4)

Algorithm 1 creates M in a three-step procedure. In step 1, the necessary data structures are
created. In step 2, Algorithm 1 iterates over all devices D and over all identities I of the
user. For each device/identity combination, the two categories of filtering rules are evaluated.
Depending of the matching result, the device/identity combination is added either to the list
of activatable identities AI or to the list of usable identities UI . Finally, step 3 creates M by
combining the intermediate results contained in AI and UI .

5.2.2 Phase 2: Final Filtering

Whenever the user selects a service, a list of identities has to be presented to the user contain-
ing identities that can be used with the service. From this list, which is ordered according to
specified ranking rules, the user selects one identity to be used with the service.

The Final Filtering phase creates such a list based on the information depicted in Figure 5.5:

- Identity-Device Matrix M

- SP Requirements: The SP specifies requirements regarding the required user attributes
and the required authentication method.

- Available Devices: The available devices limit the number of usable/activatable identities.
If a device is not available and the usage/activation of an identity depends on that device,
the identity cannot be used.
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Algorithm 1 Prefiltering Algorithm
procedure ESTABLISH DEVICE IDENTITY MATRIX(D, I , A, U , AI , UI)

. D: Set of devices belonging to Virtual Device
. I: Set of user’s identities
. A: Set of activation rules
. U : Set of usability rules
. Phase 1: Initialization

init(AI) . AI: Activatable identities per Device
init(UI) . UI: Usable identities per Device

. Phase 2: Matching
for all d ∈ D do . Iterate over devices

for all i ∈ I do . Iterate over identities
. Check activatable identities

isMatching ← true
for all a ∈ A do

if isF ilterMatching(d, i, a) 6= match then
isMatching ← false

end if
end for
if isMatching = true then

add(d, i, AI)
end if

. Check usable identities
isMatching ← true
for all u ∈ U do

if isF ilterMatching(d, i, u) 6= match then
isMatching ← false

end if
end for
if isMatching = true then

add(d, i, UI)
end if

end for
end for

. Phase 3: Combination
constructDeviceIdentityMatrix(AI, UI) . Creates M

end procedure
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Figure 5.7: Activity Diagram for Final Filtering Algorithm

- Policies: The user or the device owner3 might specify additional rules regarding the us-
ability of an identity with respect to the identity of the SP. For example a rule might
specify that services provided by a VoD X have always a usage context of “Private”.

- Active Identities: If an identity is already active, there is no need to re-authenticate against
an IdP resulting in a higher usability. Therefore, an already active identity should be
ranked higher in the list of selectable identities.

Figure 5.7 shows an activity diagram of the Final Filtering phase. It consists of three steps. The
first step collects data on usable and activatable identities on the given device. This includes
checking the availability of devices.

3The device owner might be for example the employer of the user, which wants to restrict the services the user
can consume.
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Figure 5.8: Class Diagram of Identity Ranking

The second step filters the identities based on the identity of the SP, the requirements of the SP
and on the usage context, which is specified by means of policies. As a result, an unordered list
of selectable identities exists. Each identity from the list can basically be used to consume the
requested service.

Step three ranks the unordered list of identities according to ranking rules. Figure 5.8 specifies
the corresponding data model. Each identity has a rank within the identity ranking list that
specifies the priority to use this identity for the given service. The priority of an identity is
modified by ranking rules (→ RankingRule), which increase or decrease the priority. Increas-
ing the priority value means that an identity becomes more prior. Examples for ranking rules
are the IdentityStateRankingRule and the SecurityLevelRankingRule. The IdentityStateRank-
ingRule evaluates the current state of an identity. If an identity is already active, the priority is
increased. The SecurityLevelRankingRule takes the device on which the identity depends for
authentication into account. The higher the security level, the higher the priority. The given
ranking framework can be easily extended with ranking rules that prioritize identities according
to potential privacy violations. Privacy considerations are not in scope of this thesis, a potential
approach is outlined in [Neu09].
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5.2.3 Addressed Requirements

The identity filtering process addresses the requirements4 enumerated in Table 5.1.

Table 5.1: Requirements addressed by Identity Filtering Mechanism

Requirement Addressed Explanation
R2:
Task distribution

Yes The Identity Filtering process decides which
identities can be used on which devices and
which devices are able to perform the authenti-
cation.

R3:
Remote activation

Yes The Prefiltering as well as the Final Filtering take
the security level and the available and required
authentication methods into account to decide
which identity can be used on which device with
which service.

IdM-IM-7:
List of selectable identities

Yes The result of the Final Filtering step is a list of
selectable identities (→ Figure 5.4).

IdM-IM-8:
Priorities for selectable
identities

Yes The identity list, which is returned by the Final
Filtering, is ranked according to specified criteria
(→ Figure 5.8).

SR-4:
No dependency on single
device

Yes The identity filtering itself can run on all devices.
In addition, the process considers all devices that
can be used for identity activation and assertion
retrieval.

5.3 Protocols for Multi-Device Identity Management

This section specifies the protocols to enable Multi-device IdM. It complements the previous
section on identity filtering with protocols to exchange metadata about the user’s identities and
protocols to activate and use the identity. The previous section on identity filtering did not
specify details how information about identities is exchanged and how the selected identities
can be used. Identity information is exchanged by means of the Identity Information Exchange
Protocol (IIEP) (→ Section 5.3.1). Afterwards, the Identity Activation Protocol (IAP) (→ Sec-
tion 5.3.2) specifies how identities can be activated on a remote device in order to retrieve the
required SP assertions by means of the Assertion Request Protocol (ARP) (→ Section 5.3.3).
Section 5.3.4 concludes this section with example scenarios that define the collaboration of the
introduced protocols.

4For the detailed description of requirements, it is referred to Chapter 4.



5.3 Protocols for Multi-Device Identity Management 119

5.3.1 Identity Information Exchange Protocol

The IIEP is responsible for the exchange of information about identities. This includes metadata
on identities and the current state of the identity (e.g. Active). The IIEP realizes the If-II part of
the If-IdM (→ Section 4.5.2). Figure 4.18 specified the underlying data model.

5.3.1.1 Message Flow

Figure 5.9 shows the protocol primitives for the exchange of identity metadata. The master
device, which is one dedicated device within the virtual device composition with coordination
responsibility (for more details regarding the master device, it is referred to Section 5.4) triggers
the protocol primitives, whenever there are changes in the virtual device. That means the state
Virtual Device Organization defined in Figure 5.2 is reached and the master collects information
from all other devices. Moreover, the IIEP can be triggered upon changes regarding identities.

Figure 5.9(a) distinguishes four message calls:

- GetAvailableIdentities(): Returns all identities that are known on the other device. This
allows the master device to obtain a unified view on all identities that the user has and
provides the possibility to bootstrap5 new identities on every device.

- GetActiveIdentities(): Returns all active identities, i. e. whether an IdP session for an iden-
tity exists or not. This primitive is a prerequisite to enable the retrieval of SP assertions
without the need to reestablish an IdP session. In addition, it enables the directed tear
down of an IdP session to counter security problems.

- GetActiveServiceSession(): Returns all active service sessions. This primitive enables the
directed tear down of a service session.

- PushIdentityView(): Pushes the identity view that the device should have onto the device.
The identity view corresponds to one row within the identity-device matrix M .

Since the requested information is security-sensitive it has to be transferred on top of a secure
channel. In addition, the providing device has to authorize the request. The authorization
procedure is indicated in Figure 5.9(a) with the star symbol and performed by the ITE-AM
(→ Section 4.5.3).

Since metadata on identities and the state of identities can be influenced on every device of
the virtual device composition, a notification mechanism based on the publish-subscribe pattern
[GHJV94] is required. One device can subscribe with another device providing a list of interests
as shown in Figure 5.9(b). Such a subscription has to be renewed after trenew to deal with
disappearing devices. Upon a change of the data corresponding to the registered interest, the
subscribing device is notified. The following primitives exist:

5Bootstrapping means the creation and first usage of an identity.
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(a) Change of Virtual Device

(b) Publish Subscribe

(c) Identity Recommendation

Figure 5.9: Message Sequence Charts: Identity Information Exchange Protocol
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Class Diagram

<<interface>>
IdentityInformation

Interface

GetAvailableIdentities(DeviceIdentifier) : IdentitySet
GetActiveIdentities(DeviceIdentifier) : IdentitySet
GetActiveServiceSessions() : ServiceSessionSet
PushUseableIdentities(IdentitySet)
IsIdentityActive(IdentityIdentifer) : Identity
GetRecommendedIdentities: IdentitySet

SubscribeForChange(DeviceIdentifier, Interests) : SubscriptionHandle
UpdateSubscription(SubscriptionHandle) : SubscriptionHandle
NotifyAboutChange(UpdatedIdentity)

Figure 5.10: Interface Description of IIEP

- SubscribeForChanges(): Allows to subscribe with another device to get notified when
changes regarding the subscribed topics occur. A subscription is critical and has to be
authorized.

- UpdateSubscription(): Since a subscription adheres to the soft state principle [RM99], it
is required to update the subscription periodically.

- NotifyAboutChange(): Used by the subscription-issuing device to inform the subscribers
about changes.

Finally, the IIEP provides a primitive GetRecommendedIdentities to request identity recommen-
dations from the master device (→ Figure 5.9(c)). This primitive is a potential consequence of a
service request that is triggered by the user. Identity recommendations correspond to the ranked
identity list that is created by phase 2 of the identity filtering process.

5.3.1.2 Interface Description

Figure 5.10 details the protocol primitives of the above introduced message flows. The If-II is
part of the If-IdM and is used as inter-device as well as intra-device interface (→ Figure 4.14
and Figure 4.16). The class diagram provides details on the methods provided by the Identi-
tyInformationInterface. The interface description is transformed into actual messages by the
process described in Section B.5.

5.3.2 Identity Activation Protocol

The IAP is responsible for the activation and deactivation of identities and for the forced tear-
down of IdP sessions on remote devices. The IAP realizes the Identity Activation Interface
(If-IA) (→ Section 4.5.2) and based on the data model specified in Figure 4.18.
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Figure 5.11: Message Sequence Chart: Identity Activation Protocol

5.3.2.1 Message Flow

Figure 5.11 shows the protocol primitives of the IAP. It distinguishes the following primitives:

- ActivateIdentity(): Activates the given identity on a remote device and allows one device
to make use of the authentication capabilities of another device.

- DeactivateIdentity(): Deactivates the indicated IdP session on the remote device. The
boolean argument SingleLogOut determines whether all service sessions on top of the
IdP sessions should be torn down.

- DeactivateAllIdentities(): Deactivates all IdP sessions on the remote device. The purpose
of this method is to provide an additional security mechanism that allows the explicit tear
down of all IdP session. Afterwards it is required to establish a new IdP session with the
corresponding authentication to consume a service.

Since all messages are security-sensitive, several measures are required. First, all messages are
transported on top of a secure channel, which provides mutual authentication, confidentiality
and integrity protection. Second, the requested device has to authorize the request in order to
avoid requests from unauthorized devices6. The requesting device, the requested identity, the
intended usage context and the number of already received identity activation requests serve as
basis for the authorization decision. Third, the user might manually confirm the request. User
confirmation is optional and subject to corresponding configuration.

6The authorization is realized by the ITE-AM in Section 4.5.3.
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Class Diagram

<<interface>>
IdentityActivation

Interface

ActivateIdentity(IdentityIdentifer, AuthNContext,
DeviceIdentitier, UsageContext) : boolean

DeactivateIdentity(IdentityIdentifier, SingleLogOut) : boolean
DeactivateAllIdentitySessions() : boolean

Figure 5.12: Interface Description of IAP

5.3.2.2 Interface Description

Figure 5.12 details the protocol primitives of the above introduced message flows. The Identity-
Activation Interface (If-IA) is part of the If-IdM and is used as inter-device as well as intra-device
interface (→ Figure 4.14 and Figure 4.16). The class diagram provides details on the methods
provided by the IdentityActivationInterface.

5.3.3 Assertion Request Protocol

The ARP is responsible for the retrieval of assertions from remote devices. Given the assump-
tion that the corresponding identity is already active on the remote device, another device can
request an SP assertion to consume an intended service. In addition, it allows the tear down of
an existing service sessions.

5.3.3.1 Message Flow

Figure 5.13 shows the protocol primitives for the retrieval of assertions and for the tear down of
service sessions.

- RequestAssertion(): Used to request a SP assertion from a remote device. The requester
provides an AuthNContext that describes the required authentication methods and allows
the requestee to decide whether the existing IdP session fits the requirements.

- DeactivateServiceSession(): Used to tear down a particular service session. Allows the
user to selectively tear down service sessions on remote devices. It is designed to enhance
security and usability, because a directed tear down of a service session is possible, e.g. a
forgotten service session can be closed from remote.

- DeactivateAllServiceSessions(): Used to tear down all service sessions on a remote de-
vice. This method is designed as security and as usability feature (c.f. DeactiveService-
Session()).

- RequestUserConfirmation(): Allows to request the user confirmation for various actions,
e.g. the RequestAssertion(). The device from which the user confirmation is requested is
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Figure 5.13: Message Sequence Chart: Assertion Request Protocol

not necessarily the requesting or requested device of RequestAssertion(), it can be a 3rd
device. This method represents a security feature, because it allows to explicity involve
the user in actions that would otherwise automatically take place.

For the messages of the ARP, the same security requirements as for the IAP hold (→ Sec-
tion 5.3.1).

5.3.3.2 Interface Description

Figure 5.14 details the protocol primitives of the above introduced message flows. The As-
sertionRequest Interface (If-AR) is part of the If-IdM and is used as inter-device as well as
intra-device interface (→ Figure 4.14 and Figure 4.16). The class diagram provides details on
the methods provided by the AssertionRequestInterface.
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Class Diagram

<<interface>>
AssertionRequest

Interface
RequestAssertion(IdentityIdentifer, AuthNContext,

DeviceIdentifier, UsageContext) : SP Assertion
RequestConfirmation(IdentityIdentifer, DeviceIdentifier,

UsageContext) : boolean
DeactivateServiceSession(SessionIdentifier) : boolean
DeactivateAllServiceSessions() : boolean

Figure 5.14: Interface Description of ARP

5.3.4 Scenarios

This section illustrates the collaboration of the three protocols introduced above. Two scenarios
serve as examples for the collaboration of the user, the user’s devices, i.e. the virtual device,
the SP and the IdP. Both scenarios assume that the user has two devices that are part of a virtual
device.

5.3.4.1 Scenario 1: Assertion Retrieval

Goal: Scenario 1 (→ Figure 5.15) focuses on the exchange of identity metadata and state infor-
mation between devices and on the retrieval of an assertion from a remote device.

Prerequisites:

- Successful discovery: It is assumed that Device 1 and Device 2 have just discovered each
other and that Device 2 became the master device.

- Functionality distribution: A dedicated distribution of functionality among Device 1 and
Device 2 is assumed. That means the Prefiltering takes place on Device 2, whereas De-
vice 1 is able to perform the Final Filtering.

- Secure Channels: For all interactions between the different parties, secure channels be-
tween the parties are assumed.

- No Failures: It is assumed that all interactions are successful. Therefore, there is no need
within these example scenarios to check for errors and react correspondingly.

Stepwise explanation:

- Step 1 : The discovery triggers Device 2 to request identity information from Device 1
by means of the IIEP.

- Step 2 : After Device 2 has obtained all identity information, it triggers the Prefiltering
phase (→ Section 5.2) and updates the identity device matrix M . Afterwards, the IIEP
pushes the relevant view for Device 1 from Device 2 to Device 1.

- Step 3 : The user establishes an IdP session on Device 2 by authenticating against the
IdP for identity ’X’. The reason for authenticating against the IdP is neglected here.
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- Step 4 : The information about the established IdP session on Device 2 is pushed to
Device 1. With this information Device 1 can prioritize identity ’X’ during the Final
Filtering phase.

- Step 5 : The user intends to establish a service session. The SP responds with the
request to authenticate and delivers his requirements regarding authentication methods
and required user attributes.

- Step 6 : The Final Filtering phase evaluates the requirements of the SP and creates a
ranked list of possible identities. The user selects identity ’X’.

- Step 7 : With the knowledge that identity ’X’ is already active on Device 2, the Re-
questAssertion() method of the ARP is called in order to obtain a SP assertion. Before
Device 2 triggers the creation of the SP Assertion with the IdP, Device 2 checks whether
Device 1 is authorized. In addition, the user has to confirm the request by acknowledging
a dialog displayed on Device 2.

- Step 8 : Device 1 sends the obtained SP assertion to the SP, which checks the assertion
(not shown) and provides the service. Finally, a SP session has been established.

5.3.4.2 Scenario 2: Identity Activation

Goal: Scenario 2 (→ Figure 5.16) shows the activation of an identity on Device 2. Device 1
triggers the activation.

Prerequisites:

- Successful discovery: It is assumed that Device 1 and Device 2 have just discovered each
other and that Device 2 became the master device.

- Functionality distribution: A dedicated distribution of functionality among Device 1 and
Device 2 is assumed. Device 2 is responsible for Prefiltering and Final Filtering. The
Prefiltering phase, which is not shown, took place in advance.

- Secure Channels: For all interactions between the different parties, secure channels be-
tween the parties are assumed.

- No Failures: It is assumed that interactions are successful. Therefore, there is no need
within these example scenarios to check for errors and react correspondingly.

Stepwise explanation:

- Step 1 : The user requests a service on Device 1. The SP provides information about
the supported authentication methods and the required user attributes.

- Step 2 : Since device is not able to perform the Final Filtering, it requests a list of recom-
mended identities from Device 2, which is the master device. Based on the requirements
of the SP, the Final Filtering takes place on Device 2, which afterwards provides a list of
possible identities to Device 1. The user selects one identity on Device 1.

- Step 3 : Device 1 triggers the activation of the selected identity. Device 2 authorizes the
request and displays an optional user confirmation dialog. Eventually, the authentication
against the IdP takes place resulting in an IdP Session.
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Figure 5.15: Message Sequence Chart: Example Scenario for the Retrieval of a SP Assertion
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- Step 4 : Based on the successfully activated identity, Device 1 is able to request a SP
Assertion by triggering the RequestAssertion method. For more details on this step it is
referred to the previous scenario.

- Step 5 : Finally, Device 1 establishes the SP session.
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Figure 5.16: Message Sequence Chart: Example Scenario for the Activation of an Identity and
subsequent SP Assertion Retrieval
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5.3.5 Addressed Requirements

The multi-device IdM protocols address the requirements enumerated in Table 5.2.

Table 5.2: Requirements addressed by Multi-Device IdM protocols

Requirement Addr. Explanation
R2:
Task distribution

Yes The protocols provide the possibility to dis-
tribute authentication across devices.

R3:
Remote activation

Yes ARP allows to trigger the authentication on a
remote device (→ Section 5.3.3).

IdM-IA-1:
Protocol for identity activa-
tion

Yes

R8:
Distributed data handling

Yes IIEP exchanges identity information between
devices.

IdM-AE-1:
Protocol for the request of
authentication assertions

Yes Section 5.3.3 provides details on the designed
protocol.

IdM-AE-2:
Authorization based on de-
vice Id

Yes IIEP, ARP and IAP consider mechanisms to
perform authorization for requests
(→ Section 5.3.1, Section 5.3.3 and
Section 5.3.2).IdM-IA-2:

Authorization based on de-
vice Id
IdM-AE-3:
Information about usage con-
text

Yes The ARP and the IAP consider the transmis-
sion of usage context information to support
access control decisions (→ Figure 5.14 and
Figure 5.12).

IdM-AE-4:
Manual confirmation

Yes The ARP provides a primitive to request user
confirmation upon requests. These primitives
can also be used by the IAP. (→ Figure 5.13)

IdM-IM-6:
Graphical user interface for
identity selection

Partially The existence of a graphical user interface for
identity selection is imposed in Figure 5.15 and
Figure 5.16.

SR-100:
Mechanism to stop all IdP
sessions

Yes The IAP provides a method to stop all IdP
sessions on a device (→ Figure 5.12). If this
method is called on all devices, all IdP sessions
are stopped.

SR-101:
Mechanism to stop IdP ses-
sions on one device

Yes The IAP provides a method to stop all IdP ses-
sions on a device (→ Figure 5.12).

SR-102:
Mechanism to stop all SP
sessions

Yes The ARP provides a method to stop all SP
sessions on a device (→ Figure 5.14). If this
method is called on all devices, all SP sessions
are stopped.

Continued on next page
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Table 5.2: Requirements addressed by Multi-Device IdM protocols

Requirement Addr. Explanation
SR-103:
Mechanism to stop SP session
on one device

Yes The ARP provides a method to stop a selected
SP sessions on a device (→ Figure 5.14).
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5.4 Virtual Device Management

The virtual device key concept realizes the foundation for the previously introduced multi-
device IdM. From the IdM perspective, the security of a virtual device is the key for extending
IdM to multiple devices. Therefore, this section introduces the concepts to create and organize
a virtual device with respect to the necessary security mechanisms. These concepts are required
to evaluate the security of the overall system in Section 6.2.

This section is structured as follows. Section 5.4.1 introduces basic concepts for the organi-
zation of a virtual device. This includes the various roles that a device is engaged in and the
possible transitions between the roles. Section 5.4.2 describes the security architecture of the
virtual device. The security architecture comprises the creation of security associations between
the devices, the adding and removing of devices from the virtual device and the establishment
of secure channels between the devices that are part of a virtual device. The description of
an algorithm to determine the security level of an individual device concludes the subsection
on the security architecture. Section 5.4.3 enumerates the addressed requirements. Finally,
Section 5.4.4 details the impact of the virtual device concept on the multi-device IdM concept.

5.4.1 Organization

Figure 5.2 introduced the various states of the virtual device as a whole. In each of the states
different activities take place. One activity is the master device selection that reorganizes a
virtual device. The remainder of this section introduces the different roles of a virtual device
and the activities to organize a virtual device.

5.4.1.1 Roles of Devices

A device can take different roles within a virtual device. This thesis distinguishes the roles of
an independent device, a master device, and of a slave device as introduced in the following.

Independent Device: A device that has no contact to another device of the virtual device is
considered as an independent device. It cannot rely on any other device for the provisioning
of the multi-device IdM concept. If another device appears, an independent device can only
become a slave device as follows.

Master Device: Within the virtual device composition, a master device takes over responsibility
for the overall coordination. The overall coordination comprises the collection of information
about devices and identities, and the execution of algorithms for the management of devices
and identities (→ Identity Filtering in Section 5.2). The role of the master device is conducted
by only one device. If several devices pursuit for becoming a master device, the master device
negotiation takes place and determines the master device. Different partitions of a virtual device
do not exist, because the usage of services7 requires connectivity and thus reachability of the
individual devices. The operation of a disconnected partition is not useful in this context and
therefore not considered.

7This thesis assumes that the services, which are offered by a SP, are based on Internet connectivity.
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In order to become a master device, an independent device must fulfill the following require-
ments:

- Security Level: A master device must be a secure device, because it collects and manages
sensitive information regarding devices and identities. That means the security level of
the master device must be higher than the security level of any other device that is part of
the virtual device and that is currently available.

- Human Computer Interface (HCI): A master device must have a HCI for the interaction
with the user due to several reasons. First, it is often used to establish IdP sessions, i.e. the
user has to perform the authentication on the master device. Second, for the management
of the virtual device a user interface is necessary (→ Section 5.4.2.3).

- High availability: High availability means that the master device is locally available to the
user, i.e. the master device is in the proximity of the user, and always in operation. A high
availability is not a mandatory requirement, but rather helpful with respect to usability
and performance. On one hand it improves the usability of the virtual device. A user gets
accustomed to use the master device for example for authentication and management of
the virtual device. On the other hand, it reduces the overhead of virtual device operation
and makes IdM more efficient (→ Section 6.3).

- Master Device Capability: A potential master device has to have the master device ca-
pability, which can be considered as a flag that enables the device to become a master
device. This restricts the set of potential master device candidates and avoids unintended
decisions of the master device negotiation.

Slave Devices: If a device within the virtual device composition does not become a master
device during the master device negotiation, it becomes a slave device.

Figure 5.17 shows the possible state transitions for one device. When the device is powered
up, it takes the role of an independent device. This state might be left as soon as another
device belonging to the virtual device is discovered. If one of the devices has the master device
capability, it becomes the master device and the other device becomes the slave device. If none
of the devices is able to become a master device, both devices remain independent of each other.
If two devices compete for becoming a master device, the master device negotiation resolves
the conflict and one device is becoming the master device. The role of a slave device or master
device is left if a new device appears or disappears and the master device negotiation has to
be triggered once again. The master device negotiation takes place between two devices. If
more than two devices have the master device capability, master device negotiation is repeated
until one of the devices emerged as master device. More efficient master device negotiation
processes are subject to further research.

In addition to the devices that are part of a virtual device, the existence of a secure storage
SecStore that is always available is assumed. Such a secure storage simplifies many virtual
device management tasks. The secure storage is considered in the following as a device that
is part of the virtual device composition which is always available and which provides secure
storage. Therefore, the same mechanisms of the latter specified security architecture apply. The
role of the SecStore can be provided by any device that is part of the virtual device.
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Figure 5.17: State Diagram for Role Transitions of Devices within Virtual Device
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5.4.1.2 Virtual Device Organization

Figure 5.18 specifies the activities that take place when two devices discover each other. It is as-
sumed that both devices belong to the same virtual device. The activities might lead to a change
of the roles (→ Figure 5.17) and thus to a reorganization of the virtual device. Whenever a new
device is discovered, it has to be checked whether the master device negotiation is necessary8.
The actual protocol and the algorithms for the master device negotiation are out of scope of this
thesis.

If the device is not becoming the master device, it just registers the device identifier of the new
master device. If the device is becoming the master device it triggers the information exchange
with the slave devices. The information exchange is realized by a flexible framework that allows
the registration of various handlers that are called when the information exchange is triggered.
One of those handlers triggers the identity synchronization. The identity synchronization is
realized by the IIEP and has been introduced in Figure 5.15. In addition, the exchange of device
characteristics is triggered to deal with new or changed device properties. Changed device
properties, e.g. caused by a system update, are of interest for the determination of the security
level. Changed security levels have consequences with respect to master device negotiation and
identity filtering.

Figure 5.19(a) and Figure 5.19(b) provide an additional view on the virtual device formation.
Both figures assume that all devices have the master device capability, which is indicated by
the ’(∗)’ symbol. In Figure 5.19(a), D1 and D2 discover each other and enter the process of
the master device negotiation. D1 succeeds and becomes the master device indicated by the ’∗’
symbol without brackets9. At t3, D3 is discovered and renegotiation between D1 and D3 takes
place. D3 succeeds and is responsible for the further organization of the virtual device.

A similar procedure takes place when one of the devices disappears. Figure 5.19(b) illustrates
what happens when D3 disappears. D3 becomes an independent device and the two remaining
devices have to renegotiate the role of the master device. D1 succeeds in the master device
negotiation.

8The master device negotiation is only necessary, if more than one available device has the master device
capability.

9The security level of the device is a dominating reason to succeed in the master device negotiation. Sec-
tion 5.4.2.4 details how the security level is determined.
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Figure 5.18: Activity Diagram on Master Device Management
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(a) Virtual Device Formation

(b) Virtual Device Splitting

Figure 5.19: Structural View on Virtual Device Reorganization
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5.4.2 Security Architecture

The security of the virtual device is of uttermost importance. If the security is compromised,
various attacks may succeed (→ Section 6.2). This section details the security architecture of
the virtual device. It addresses the following problems:

- Virtual Device Membership: Each device must be able to verify whether another device
is a member of the virtual device or not. This is achieved by having security associations
between all devices (→ Section 5.4.2.1).

- Establishment of Secure Channels: For the secure communication between devices that
are part of a virtual device secure channels are required. The security associations be-
tween devices represent the prerequisite for the establishment of secure channels (→ Sec-
tion 5.4.2.2).

- Modification of Virtual Device: It must be possible to modify the virtual device, i.e.
adding or removing devices (→ Section 5.4.2.3).

- Security Level Determination: For many decisions (e.g. master device negotiation, iden-
tity filtering) the security level of a device is important. An algorithm is required to
determine the security level (→ Section 5.4.2.4).

5.4.2.1 Virtual Device Membership – Security Associations

All devices that are part of a virtual device must be able to verify whether another device is
part of the virtual device. One way to achieve membership verification is the establishment of
security associations between all devices. A security association is defined as “a relationship
between two or more entities to enable them to protect data they exchange” [RFC4949].

In the following the requirements regarding virtual device membership are summarized.

- Membership Verification: Any two devices of a virtual device must be able to mutually
verify the virtual device membership (→ DM-SA-1 in Section 4.3.3).

- Adding of Devices: It must be possible to add devices to the virtual device. An added
device must be able to verify the virtual device membership of any other device. Hereby,
it is not needed that every device is in the position to add other devices to the virtual
device (→ DM-DM-1 in Section 4.3.3).

- Removing of Devices: It must be possible to remove any device from the virtual device.
A removed device must not be able to establish a secure channel with any device that is
still part of the virtual device (→ SR-2 in Section 4.4.5).

- List of Devices: It must be possible that the user obtains a list of all devices that are part
of the virtual device (→ SR-7 in Section 4.4.5).
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Different solutions are possible to address these requirements. One solution is presented in
the following. The solution for the management of security associations relies on asymmetric
encryption, certificates and membership lists.

With asymmetric encryption the possessor of a private key can prove the possession of the key
without revealing it. If the possessor is able to decrypt a message that has been encrypted with
the corresponding public key, he must possess the private key.

However, possessing a private key does not provide any information about the device identity
of the possessor. Private and public keys can be easily created or transferred between different
parties. Therefore, it is required that the public key is bound to the device itself and to the
virtual device. Such a binding can be achieved with certificates. Since certification is only
relevant within the virtual device, there is no need for a globally existing 3rd party that serves
as a trust anchor. It is sufficient that the scope of the certification is limited to one virtual device.

Finally, a mechanism is required to handle lost private keys. Lost keys have to be considered
due to the following reasons:

- Removal of Device from Virtual Device: If a device is removed from the virtual device,
it must be guaranteed that all other devices do not consider this device as being part of
the virtual device anymore. Even if the device possesses the private key, a mechanism is
required to invalidate the key.

- Compromised Device: If one device that is part of the virtual device becomes compro-
mised, it must be possible to revoke the corresponding key and remove the device from
the virtual device.

Two approaches exist to deal with lost keys. In the Internet so called revocation lists are used.
Revocation lists enumerate lost keys. Such lists have to be consulted to verify the validity of
keys. The other approach, which has been selected, are membership lists. The membership
list enumerates all devices that are part of the virtual device. In order to add a device to the
virtual device a corresponding entry in such a list has to be established. This approach allows
the verification of the membership of devices within a virtual device. As a side effect, the user
can be provided with an overview on all devices of a virtual device. Since the number of devices
per user is assumed to be limited, management of explicit membership lists is not a problem
regarding scalability.

Figure 5.20 shows the introduced certificate hierarchy for the management of the virtual device
membership. It distinguishes three different levels of certificates in order to distinguish the
different roles of devices: Virtual-Device Level, Master Device Level, and Non-Master Device
Level.

1st Level – Virtual Device Level: For each virtual device a private and a public key exists. This
key pair is only required for the certification of public keys on the next level. It is very security
critical and has to be stored in a safe place (→ SSE in Section 4.5.4). Since the private key is
only needed to add a new master device it could be stored offline or protected by means of a
Trusted Computing Platform (TCP)[GM09].
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Figure 5.20: Certificate based Security of Virtual Device

2nd Level – Master Device Level: Devices with the master device capability have a key pair on
the master device level. The public key of the master device is certified by the private key of
the virtual device and binds the virtual device identifier, the device identifier and the public key
of the master device together. With a key pair of the master device level, it is possible to certify
public keys of the non-master device level.

3rd Level – Non-Master Device Level: Devices on the non-master device level are ordinary de-
vices, i.e. devices that are not in the position to sign any other keys. Ordinary devices possess a
certificate that binds the virtual device identifier, the device identifier and the public key of the
device together, signed with the private key of a master device.

Basically it is possible to decouple the certificate hierarchy from the master device concept.
The coupling of the certificate hierarchy and the master device concept is reasonable due to the
following reasons. First, to become a master device a certain security level has to be reached, i.e.
master devices are secure. Second, the master device is assumed to be a device that is essential
for the user, i.e. often used and close to the user. Therefore, it is reasonable that master devices
take over the responsibility to manage the virtual device. These reasons substantiate the 2nd
level of the certificate hierarchy and the corresponding alignment to master devices.

Each device has a list of devices that are members of the virtual device. The membership list
contains an entry for each device that is part of the virtual device. To verify its authenticity it
is signed by one of the master devices. Since the membership lists can change over time, it
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Figure 5.21: State Diagram for the Establishment of a Secure Channel

contains a version number that increases with each change of the membership. This number
allows a device to verify whether the own list is older or newer compared to another list. For
simplicity, the in Section 5.4.1 introduced secure storage stores the membership list and makes
it accessible to all devices.

5.4.2.2 Establishment of Secure Channels

Secure channels are the foundation for all protocols that are used to manage the virtual de-
vice and for those on top of the virtual device (e.g. multi-device IdM). They enable secure
communication between two devices of the virtual device. Secure channels have the following
properties:

- Mutual Authentication: Both devices at the ends of a secure channel mutually authen-
ticate each other. That means both devices are sure that the other device is the one it
pretends to be. In addition, subsequent verification of certificates and membership lists
guarantees that the other device is member of the same virtual device.

- Confidentiality: The channel does not leak any information to potential eavesdroppers.
Confidentiality is achieved by usage of cryptography.

- Integrity: Information that is modified during the transmission across the channel is de-
tectable. Integrity is achieved as a side-effect of applying cryptography.

Figure 5.21 shows the four different states of a secure channel. In the state Idle the secure
channel is not established, but ready for establishment. An establishment request from a remote
device or a corresponding trigger from the local device leads to the initialization of the secure
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channel. During the initialization the two devices exchange certificates and verify the certifi-
cates. The verification checks whether the certificate belongs to the virtual device and whether
it is signed by a master device or with the public key of the virtual device key pair. If the cer-
tificate verification is successful, the secure channel enters the state Authenticated. This state is
left and the state Active is entered upon successful verification of the virtual device membership
list. How the virtual device membership list is updated and verified is detailed in Figure A.1. In
the state Active, the secure channel is ready to be used by protocols on top. When the protocol
on top closes the secure channel, it enters the state Idle again. All secure channels to a device,
which is going to be removed from the virtual device, are closed. This prevents persisting secure
channels to non-member devices. For the extension of the virtual device, i.e. adding a device,
the extra state Extendable exists. Section 5.4.2.3 provides more details on the extension of a
virtual device.

The TLS protocol (→ Section 2.4.3) provides an adequate basis for the realization of the secure
channel. It supports the transmission of certificates between two devices and provides adequate
cryptographic functions. The verification of certificates and of the membership lists can be
achieved by wrapping an existing TLS implementation. Such a wrapper extends the state space
of TLS.

5.4.2.3 Modification of Virtual Device

For the security evaluation in Section 6.2 it is important to specify how a device is added to
the virtual device. According to the design goals of usability and security, it is important that
adding a device is easy but secure at the same time. Secure means that it must not be possible
to add a device without the consent of the user. Therefore, the user has to be included in the
procedure of adding a device by explicitly triggering dedicated actions.

Figure 5.22 details the process to extend a virtual device. The user wants to add Device 1 to the
virtual device with the support of Device 2, which is a master device. The following steps take
place:

- Step 1 : The user installs the required middleware for the virtual device.

- Step 2 : The user triggers the preparation procedure to include the device into the virtual
device. In this step, Device 1 creates a device identifier10 and a corresponding certificate.
In addition, a secure channel is put into the Extendable state.

- Step 3 : On Device 2, the user requests the admission of Device 1 to the virtual device
by providing the previously created device identifier. With the device identifier, Device 2
discovers Device 1 and establishes a secure channel. Afterwards, Device 2 displays a PIN
on the display.

- Step 4 : The user enters the PIN on Device 1. Device 1 encrypts the PIN with the
public key of Device 2 and sends it via the secure channel to Device 2. This serves as
proof for Device 2 that Device 1 should be added to the virtual device. By manually

10Depending on the device type, the user is included in this step.



5.4 Virtual Device Management 143

entering the PIN, the user is actively involved. This limits the risk that the secure channel
is established with another device.

- Step 5 : After all previous steps have been successfully passed, Device 2, which is a
master device, creates a certificate for Device 1 and adds Device 1 to the membership list
of the virtual device. Finally, it provides the updated list to Device 1, which displays a
success message. The overall procedure is finished with the display of a success message
on Device 2.

The removal of a device is at least as important as the addition of a device to the virtual device.
The removal of a device must not depend on the device that should be removed. Two cases are
distinguished: Removal of devices with master device level certificate and removal of devices
with non-master device level certificate.

- Removal of devices on the Non-Master Device Level: A device that is not a master device
level should be removed. Any master device is able to remove such a device simply by
removing the device from the membership list. An updated list is provided to all devices
of the virtual device.

- Removal of devices on Master-Device Level: If a device on the master-device level should
be removed, two different cases have to be distinguished depending on the availability of
a second master device.

– Case 1: Removal by another device on Master-Device Level: One master device can
remove another master device from the virtual device by removing the device from
the membership list. The removal of a device on master-device level results in the
removal of all devices that have been added by the corresponding master device11.

– Case 2: Complete Reset of Virtual Device: If no other master device is available
and if the virtual device key pair is not available, the virtual device has to be reset.
Such a mechanism is subject to further research12.

The membership list is security critical with respect to the disclosure of information about the
virtual device composition. To avoid unauthorized modification, all master devices sign the
list after successful modification. Such a signature can be verified by all devices. The secure
storage has to protect the list against eavesdropping. This can be achieved by an authorization
mechanism based on the available device certificates. Details of such a mechanism are out of
scope of this thesis.

5.4.2.4 Security Level Determination

The security level of a device is a security metric that allows the quantification of the security of
a device. It is a servant for risk management [Jaq07], which is required for decisions regarding

11To avoid the removal of all dependent devices, more complex mechanisms that consider timestamps are feasi-
ble. Such mechanisms are out of scope of this thesis.

12A quorum based approach could be considered for example that resets the virtual device if a certain number
of member devices votes for the reset.

13For the sake of a simple representation logging activities have been neglected.
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Figure 5.22: Message Sequence Chart: Extending a Virtual Device13



5.4 Virtual Device Management 145

the function placement on devices. In particular authentication should take place on the most
secure device.

The following aspects are important for the determination of the security level:

- Operating System (OS): The kind of OS (e.g. Windows, Android, Linux) on its own does
not matter [Koe04]. The patch level, which determines whether discovered vulnerabilities
have been covered by appropriate updates, is more important. In particular for some
platforms the time to reach the latest patch level is high [Sve11].

- Configuration of System: The configuration of the system and the corresponding OS de-
termines whether vulnerabilities due to misconfiguration exist. Misconfiguration is the
reason for many security incidents [WW10] and difficult to detect. Therefore, policies re-
garding the configuration are required. For example a policy might require the encryption
of persistent storage.

- Modification of System: Malware enables attackers to maliciously use the system and to
intercept data. Proposals like Trusted Computing (TC) [GM09, GCB+08] and extensions
[SJZvD04] allow the identification of system and configuration modification. Additional
tools like anti-virus programs or personal firewalls can prevent or detect the modification
of the system.

The absolute quantification of security is not possible. Therefore, this thesis proposes a metric
that evaluates the security of devices in relation to each other. The security level is expressed
by a value S which is a continuous number between zero and∞. The higher S, the less secure
the device. If S is zero, no vulnerability exists and the configuration of the device is considered
as secure. The process to determine S consists of five phases.

(1) Data Capturing: In the first phase the DM-LDM captures device characteristics. These
are the installed software, its patch level and the configuration of the device (→ Figure 5.23).
[OES11, Ser10] provide a certified framework to capture device characteristics, which is used
for endpoint assessment. A suitable candidate for the exchange and in particular for the request
of device characteristics is the Network Endpoint Assessment standard [RFC5209].

(2) Evaluation of Configuration: The second phase evaluates the captured configuration against
defined policies. The defined policies demand the existence or absence of dedicated configu-
ration items. For example a policy dictates the existence of encrypted persistent storage. If a
device does not meet a policy, S is increased by a policy specific value cx that is weighted by a
factor CC . The policy specific value reflects the importance of the corresponding configuration
item. CC determines the weight of the configuration in the overall determination of S.

(3) Evaluation of Installed Software: The third phase evaluates the existence or absence of
software in addition to the operating system. If a policy specifies a dedicated piece of software
(e.g. an anti-virus program) as mandatory, the absence results in an increase of S by a policy
specific value sx that is weighted by CS .

(4) Evaluation of Software Version: The fourth version evaluates the installed software version
regarding vulnerabilities. Existing vulnerability databases, like the NIST National Vulnerability
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Figure 5.23: Data Flow Diagram for Determination of Security Level

Database (NVS)14 or the Open Source Vulnerability Database (OSVDB)15, provide details on
known vulnerabilities of software products including OSs (indicated as External Service in
Figure 5.23). The installed software versions are compared against identified vulnerabilities. If
it identifies a vulnerability it decreases S with a by CV weighted value of the severity of the
vulnerability vx. The severity of the vulnerability is expressed by a CVSSv2 score. For details
on the determination of the CVSSv2 score it is referred to [MSR07].

(5) Evaluation of Modification: Depending on the device and the existence of TC mechanisms
it is possible to identify modifications of the installed software. If a modification is detected, S
is increased by CM

Eq. (5.5) sums up the formula to determine S.

S = CC

NC∑
i=1

ci + CS

NS∑
i=1

si + CV

NV∑
i=1

vi + CM (5.5)

With the determination of S for each device, the security levels of different devices can be
compared. It is not possible to make absolute statements regarding the overall security of a
device. However, it is possible to perform the authentication on a device that is considered as
more secure than another one. The determination of maximum values for S that should not be
exceeded to perform authentication is subject to further study.

14http://nvd.nist.gov/
15http://osvdb.org/
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5.4.3 Addressed Requirements

The described virtual device management concept addresses the in Table 5.3 enumerated re-
quirements.

Table 5.3: Requirements addressed by the Virtual Device

Requirement Addr. Explanation
R1:
Secure exchange

Yes The secure channel allows the establishment
of a mutually authenticated, confidentiality-
protected and integrity-protected communica-
tion channel between the devices of a virtual
device.

R4:
Discovery of user devices

No

The discovery of user devices has not been
addressed in more detail. The discussion of
related work provides an overview on existing
mechanisms to perform device discovery
(→ Section 5.4.5.4)

DM-DD-1:
Device discovery in general
DM-DD-2:
Proximity detection
DM-DD-3:
Device discovery should not
reveal any information
R5:
Capture of device characteris-
tics

Partially No details on the mechanisms how device char-
acteristics are captured are provided. However,
the determination of the security level considers
device characteristics in more detail.

R6:
Establishment of security asso-
ciations

Yes The virtual device management details the pro-
cess to establish security associations between
different devices of a virtual device.

DM-SA-1:
Mutual authentication

Yes The security architecture of the virtual device
addresses this requirement (→ Figure 5.21 and
Figure A.1).

DM-VDM-1:
Adding a device to VD

Yes Figure 5.22 details the process to add a device
to the virtual device composition.

DM-VDM-2:
Removing a device from VD

Yes Removing a device is detailed in Section 5.4.2.
SR-2:
Mechanism for removing de-
vices from virtual device
SR-4:
No dependency on single de-
vice

Yes The security architecture does not depend on a
single device (→ Section 5.4.2). The only ex-
ception is made for the single storage that has
to be available for the management of member-
ship lists. If no up-to-date memberlist exists, a
fallback is considered that requires the user’s
intervention (→ Figure A.1).

Continued on next page
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Table 5.3: Requirements addressed by the Virtual Device

Requirement Addr. Explanation
SR-5:
Authorization mechanism for
modifying a virtual device

Yes Figure 5.22 contains a mechanism to avoid
unauthorized addition of devices to the virtual
device by explicitly including the user into the
process.

SR-7:
Mechanism to obtain infor-
mation about virtual device
composition

Yes The user can easily obtain a list of all devices
that are part of the virtual device by the mem-
bership lists.

SR-9:
Confidentiality of information
about virtual device composi-
tion

Partially This aspect is partially considered by the secu-
rity architecture in Section 5.4.2.

SR-10:
Secure transmission of IdP
token

No This aspect is not directly related to the virtual
device and is also subject of the IdP.

SR-12:
Secure transmission of SP to-
ken

No This aspect is not directly related to the virtual
device and is also subject of the SP.

SR-15:
Secure transmission of authen-
tication credentials

No This aspect is not directly related to the virtual
device and is also subject of the IdP.

SR-17:
Secure transmission of SP-
assertions

Yes The secure channel Section 5.4.2 addresses this
issue.

SR-20:
Storage of all security proper-
ties only on secure devices

Yes The process of master device selection guar-
antees that only master devices obtain a com-
prehensive view on the virtual device including
security properties.

5.4.4 Impact of Virtual Device Concept on Multi-Device IdM Concept

The consequences of the reorganization of the virtual device with respect to the multi-device
IdM concept have not been discussed so far. Reorganization of the virtual device has an impact
on existing IdP and SP sessions as well as on future sessions.

5.4.4.1 IdP and SP Session View

The consequences of the reorganization of the virtual device on existing IdP and SP session
adheres to the following principles:

- Persistence of IdP Sessions: If an IdP session has been established on a device that had
formerly the role of the master device, the IdP session remains active on this device until
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the device becomes unavailable or until the IdP session times out. This holds, if the role
of the master device is carried out by another device belonging to the virtual device. If
the device has been able to establish the IdP session, there is no reason to tear down and
reestablish the IdP session on another device. The security level of the former master
device has been sufficient to establish the IdP session.

- Persistence of SP Session: If an SP session has been established on a device, the SP ses-
sion remains active until the SP session is torn down by the user, the SP session times out,
or the device becomes unavailable. Tearing down a session upon virtual device changes
would decrease the usability, because the user would have to change devices to continue
the service consumption. From a security perspective no increase is expected if the ses-
sion would be torn down. If the device has been able to establish the SP session, the
security level of the device has been sufficient. If the security level of a device changes,
ARP provides primitives to tear down SP sessions.

- No Session Migration: If a device disappears, the IdP session and the SP session on
the device will be torn down. No session migration mechanisms are considered. If an
IdP session or an SP session is required on one of the remaining devices it has to be
reestablished.

- Network Connectivity: All available devices have network connectivity and can reach
each other. This is justified by the fact that the overall system is only useful if the IdP
and SP can be reached via the network. The principle of network connectivity has the
following consequences: (1) If a device is available it becomes immediately an active
part of the virtual device. (2) If a device becomes unavailable, it is not part of the active
virtual device anymore. (3) All devices that are part of the active virtual device have the
same view on the active virtual device, i.e. all devices recognize the same master device.

Figure 5.24 exemplifies these principles by means of four base cases. The base cases can be
used to construct more complex scenarios in which more than two devices are involved. The
four different cases are arranged in matrix structure. Case 1 and Case 2 deal with appearing
devices. Case 3 and Case 4 deal with disappearing devices16. Case 1 and Case 3 assume two
devices with master device capability (i.e. Device 1 (D1) and Device 2 (D2)). It is assumed that
D1 is more secure than D2. Case 2 and Case 4 assume one device with master device capability
and one device without master device capability (i.e. Device 1 and Device 3). The case of
two devices without master device capablity is not considered, because it does not fulfill the
requirements for the formation of a virtual device.

Each base case consists of two subcases that differ with respect to the order of the appear-
ance/disappearance of devices. For example with Case 1.1, D1 is available at t0 and D2 appears
at t1. For Case 1.2 the order is the other way around. All cases assume that the device, which is
available at t0 establishes an IdP session and a SP session.

16Disappearing means that a device becomes unavailable, e.g. no network connectivity. The removal of a device
from the virtual device is not considered as a reason for disappearance. All IdP sessions and all SP sessions have
to be explicitly torn down before the device is finally removed. This is only feasible if the device, which should be
removed, is available. If it is not available, it has no network connectivity and thus existing SP and IdP sessions
time out
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With Case 1.1 and 1.2, the existing IdP sessions reside on each device after t1. New IdP sessions
are established on D1, because D1 is more secure and succeeds in the master device negotia-
tion17. SP sessions can take place on D1 and D2 according to the user’s intention.

With Case 2.1 the IdP session and SP session resides on D1. D2 might be used for SP sessions.
With Case 2.2, the IdP session has been established on D3, which has no master device capabil-
ity. This session has been established, because each device is able to fall back to independent
operation. After establishment of the active virtual device at t2, the IdP session is torn down if
D3 does not provide an adequate level of security. If the IdP session has to be established, it is
established on D1.

With Case 3.1 and Case 3.2, one of the master devices disappears. The IdP sessions and the SP
sessions on the disappearing device terminate. The same holds for Case 4.1 and for Case 4.2.

Concepts to enable session migration of the IdP session are subject to future work. Migration
of SP sessions to enable session mobility has been examined in [Mei08].

5.4.4.2 Virtual Device Organization and Session Establishment

Figure 5.2 showed the different states of a virtual device. Within the state “Virtual Device Or-
ganization” all necessary procedures to reorganize the virtual device takes place. Since these
procedures, e.g. master device negotiation, impact the future of the virtual device, all activities
that require an operational virtual device cannot take place. Figure 5.25 shows that a discov-
ered device puts the virtual device into the state “Virtual Device Organization”. The user that
wants to establish a service session, which is indicated by the “Service Request”, has to wait
until the state “Virtual Device Operation” is entered. The restriction of certain activities to the
operational state is required to avoid race conditions and to operate on settled data.

5.4.5 Related Work

This section puts the mechanisms and concepts introduced with the virtual device management
in relation to existing work.

5.4.5.1 Virtual Device and Related Concepts

The concept of virtual devices or personal networks is well known in literature [AIDV07,
CMCP06, FSF+04, NHdG02]. Several devices belonging either to one user or to trusted par-
ties are cooperating to achieve a common goal. Among the goals are: Network access, data
provisioning, capability sharing, and context management.

17If D1 does not have sufficient authentication capabilities, it can delegate the establishment of an IdP session
to any device that adheres to the corresponding requirements (e.g. security level). This case is not reflected in
Figure 5.24 for simplicity reasons.
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Figure 5.24: Impact of Virtual Device Reorganization on Existing Sessions
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Figure 5.25: Virtual Device Organization and Session Consumption

- Network access: One device acts as a gateway and provides global connectivity to other
devices. Hereby, the selection of the gateway and the corresponding interface is challeng-
ing [AIDV07, JMRA08].

- Data provisioning: Users want access to their personal data from all devices. In particular
for copyright protected content, content owners want to limit access by digital rights
management systems. Several solutions have been standardized [OMA11] or proposed to
enable access on all user devices [SAN03, KMKI07].

- Capability sharing: The devices being part of a virtual device are heterogeneous regarding
their capabilities (e.g. display size, computing power). From the user perspective the
most benefit can be obtained, if the devices share their capabilities [FSF+04, SDV+07].
This includes the distribution of multimedia sessions across several user devices [TB08,
SSTK07] but also the relaying of computation intensive tasks to more powerful machines
[YOC08].

- Context Management: All devices belonging to a virtual device can cooperate to capture
and process context information. Reasoned by the heterogeneity of devices and, thus, the
availability of different sensors, more context information can be gathered [BOJ+06].

To achieve these goals all solutions have to address common challenges. These challenges are
device discovery, trust establishment between devices and the exchange of device capabilities.
This thesis considers device and service discovery as problem that has been comprehensively
addressed in literature. Section 5.4.5.4 provides an overview on existing approaches. Most
solutions do not address the establishment of trust, i.e. security associations, between devices.
Therefore, this thesis presented a solution for this issue. Regarding the establishment of security
associations, Section 5.4.5.2 discusses related work. With respect to the description to device
capabilities Section 5.4.5.3 provides additional details. The application of the virtual device
concept with respect to multi-device IdM is novel and has not been addressed in literature.
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5.4.5.2 Security Associations

Section 5.4.2 introduced a concept to establish security associations between devices. The
established security associations are valid within the virtual device, i.e. any two devices of the
virtual device are able to establish security associations. Two categories of related work are
relevant here: Device pairing and the set/group membership problem.

- Device Pairing: Device pairing describes methods and protocols to establish security
associations between two devices. It does not address the establishment of security asso-
ciations between groups of devices. Figure 5.22 provided a solution to pair devices and
integrate them into the virtual device. This device pairing solution can be extended with
more sophisticated device pairing methods. [KSTU09, SVA09] provide surveys of device
pairing methods.

- Membership Problem: Closely related problems are the set membership problem [ST06]
and group membership problem [FB01, Ric92]. Both problems are relevant for dis-
tributed computing and closely related to each other. The set membership problem ad-
dresses the following: A set of processes maintain and agree on the content of a dynam-
ically changing set of arbitrary elements. Whenever the set changes, all processes get
notified and have a consistent view on the set. With the group membership problem a
set of processes maintains a list of processes running on a distributed system, which is
the major difference to the set membership problem. The group membership problem
is considered as not solvable, because of the consensus problem [FB01]. Not solvable
means that there is no algorithm that always provides a solution. Solutions to the group
membership problem only exist under randomization or probability assumptions [FB01].
The virtual device concept proposed in this thesis does not need such a strict view as the
one imposed by the group membership problem. In addition, it is possible to include the
user in case of uncertainties.

5.4.5.3 Device Description

For the description of device capabilities, several standards exist. CC/PP [w3c04] as well as
OMA User Agent Profile [OMA06] focuses on the adaptation of content for optimal user ex-
perience on user devices. An alternative initiative is WURFL [WUR11], which provides open
access to device descriptions. All proposals are not adequate for our scenarios, since they nei-
ther describe the usage context of a device nor its security capabilities.

5.4.5.4 Device Discovery

Academia and industry proposed and implemented various device discovery protocols. In the
following there is no differentiation between device discovery and service discovery protocols
made. Figure 5.2618 classifies existing protocols into three categories.
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Figure 5.26: Classification of Device Discovery Approaches

- Infrastructure Supported Approach: Protocols in this category rely on the existence of
a directory service that provides information about the available services and how the
services can be accessed (e.g. [UDD04]).

- P2P Approach: Protocols in this category do not rely on the existence of a directory
[CJYF06]. Each device is able to discover every other device in a peer to peer fashion.
One candidate that is destined for the usage in Local Area Networks (LAN) is Zeroconf
and mDNS [CK11] protocol. For devices that are close to each other there are a couple of
protocols that are based on proximity detection. For example the Bluetooth Service Dis-
covery Protocol (SDP) [SH00] is only able to detect devices that are in the surrounding.

- Hybrid Approach: A couple of protocols are able to use directories and P2P discovery
either mutually exclusive or combined at the same time (e.g. Service Location Protocol
(SLP) [RFC2608]).

For a detailed comparison of existing device discovery algorithms it is referred to [ZMN05,
VP08]. This thesis assumes that a device discovery protocol is in place that can discover all
devices belonging to a virtual device. In addition it can distinguish between devices that are in
the proximity of each other and devices that are available but not in reach.

5.4.5.5 Secure Storage

Various techniques exist for the secure storage of data. Basically one can distinguish between
hardware and software solutions.

- Hardware Solutions: Hardware solutions provide dedicated hardware for the secure stor-
age of data. The most prominent example are smart cards. Smart cards provide a limited

18The figure makes no claim to be complete with respect to the mentioned protocols.
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Figure 5.27: Device Management in the Context of Cloud Computing

interface to access the information only after successful authentication (e.g. by means
of a personal identification number (PIN)) [KN07, LSW10]. Depending on the actual
realization the effort to break hardware solutions is high [NPSQ03].

- Software Solutions: Software solutions rely on the encryption of data to protect sensitive
information. For the decryption of information adequate keys are required. One can
differentiate between the encryption of the data itself or the usage of encrypted storage.

5.4.5.6 Cloud Services and Device Management

Recently, commercial solutions [iCl, Fun10, Zha11, Ama11] appeared that integrate user de-
vices by exploiting cloud technology. The overarching goal of the solution providers is the
establishment of new ecosystems in order to bind customers. Users benefit by having the same
user experience on all devices, i.e. having the same content and the same services available.

Figure 5.27 illustrates a typical scenario. The user has registered all his devices with the solution
provider using one account. This enables him to synchronize purchased multimedia files (audio
and video), personal documents, contacts, and calendars. In addition, the solution provider pro-
vides functionality for device management. This might include the installation of applications
(also known as apps), remote locking and deletion of data (remote wipe) as well as modification
of the device configuration.

Existing solutions can be classified according to the following criteria:

(1) Supported Hardware: The main focus of all solutions is on mobile devices, i.e. in particular
smart phones, and their cooperation with fully-fledged computers (notebooks/computers). In
addition, tablets and music players might be considered.

(2) Degree of Completeness: Existing solutions have various degrees of completeness depend-
ing on the solution provider. One can differentiate between the following three models: 1) Ap-
plication: The solution is based on the installation of an additional client that has to run on
the device. Examples for this approach are Amazon or Funambol. 2) Operating System: The
solution is more complete, if the solution provider designs the operating systems. Examples
are Google with its Android platform and Microsoft with Windows. 3) Hardware: The most
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comprehensive solution is achieved by having everything including the hardware design under
control. Currently only Apple and partially Google, have their hardware under full control.

(3) Closeness of Ecosystem: Almost all ecosystems have in common that they are based on a
walled garden model. This is in particular achieved by proprietary protocols that are used to
integrate devices. Therefore, it is required to have all devices from the same brand (i.e. Apple),
having the same operating system (i.e. Google) or having proprietary client software.

Table 5.4 compares four different commercial solutions according to the above introduced cat-
egories. Regarding the terminology introduced before, the solution provider represents a SP.
The offered service is the management of user’s devices and user’s data. Solution providers do
not offer services (e.g. Single Sign On functionality or attribute provisioning) that qualify them
as IdPs. The authentication towards the solution provider is based on a user account. Authen-
tication against the solution provider cannot be reused for other SPs. In contrast to the above
introduced solutions, the virtual device concept does not depend on any solution provider. It
is open with respect to the system architecture and thus open with respect to different system
platforms. Moreover, it does not depend on a centralized instance like the cloud.

Table 5.4: Comparison of Cloud-based Multi-Device Solutions

Provider
and
Prod-
uct

Supported
Hardware

Degree of
complete-
ness

Openness of ecosystem Offered Services

Apple
iCloud
[iCl]

Computer,
Tablet, Smart-
phone, Music
Player

Hardware,
Operating
System,
Application

Closed Storage of personal
documents, Man-
agement of multi-
media files, Syn-
chronization of cal-
endars and contacts,
Device management

Google
Android
[Zha11]

(Computer),
Tablet, Smart-
phone, (every-
thing on which
Android OS
runs)

Operating
System,
Application

Open with respect to
hardware and competi-
tors (e.g. alternative
market applications
possible) Standardized
protocols for contact
and calendar synchro-
nization (ActiveSync)

Management of
multimedia files,
Synchronization
of calendars and
contacts, Device
management

Amazon
Cloud
Drive
[Ama11]

Computer,
Tablet, Smart-
phones (An-
droid and IOS)

Application Open, purchased mul-
timedia files can be ex-
ported to other devices
and applications

Management of
multimedia files

Continued on next page
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Table 5.4: Comparison of Cloud-based Multi-Device Solutions

Provider
and
Prod-
uct

Supported
Hardware

Degree of
complete-
ness

Openness of ecosystem Offered Services

Funambol
[Fun10]

Computer,
Tablet, Smart-
phones

Application Standardized protocols
for address and calen-
dar synchronization

Storage of personal
documents, Man-
agement of multi-
media files, Syn-
chronization of cal-
endars and contacts,
Device management
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5.5 Placement of Multi-device IdM Functionality

Figure 5.3 showed the different activities that take place in the state VD Operation in order
to consume a service. Some of the activities are bound to one device. The activities Service
Selection, SP Assertion Acquisition and Service Consumption are bound to the device on which
the service is supposed to be consumed. This device is called service consuming device in the
following.

The other activities, i.e. Identity Filtering, Identity Selection and Identity Activation, provide
degrees of freedom regarding their placement. In the following, this thesis provides an overview
on the different placement possibilities in Section 5.5.1. Finally, Section 5.5.2 introduces an
algorithm for the selection of an appropriate placement of functionality.

5.5.1 Overview Placement Possibilities

Table 5.5 gives an overview on prerequisites for the activities and derives corresponding place-
ment possibilities. It is assumed that three devices belong to the virtual device. One of the
devices is the master device. The other devices are slave devices. One of the slave devices
is the service consuming device. In such a setting, the various placement possibilities can be
enumerated reasonably.

Table 5.6 enumerates all combinations based on the placement possibilities in Table 5.5. It
provides for each combination an explanation that discusses advantages, disadvantages and
resulting requirements. The following notation is used:

- 0: The activity takes place on the master device.
- 1: The activity takes place on the service consuming device, which represents a slave

device.
- 2: The activity takes place on any other slave device.
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Table 5.5: Overview on Placement Possibilities

Activity Prerequisite and Possible Placements
Final Filtering Prerequisite: Requirements of SP regarding needed attributes and re-

quested authentication methods are needed.
Possible Placement:

- Master Device: The master device performs phase 2 of the iden-
tity filtering process, i.e. Final Filtering, based on the information
contained in the previously established Identity-Device-Matrix.
For the Final Filtering is has to obtain the SP’s requirements re-
garding attributes and authentication methods from the service
consuming device.

- Service Consuming Device: The service consuming device has
obtained a restricted view on the Identity-Device-Matrix and is
able to perform the Final Filtering on its own.

- Slave Device: A 3rd slave device is not an option for the Final
Filtering.

Identity Selection Prerequisite: A prioritized list of identities has been created that can be
used with the selected service on the service consuming device. The
device on which the identity selection takes place has to have a user
interface that is sufficient for selecting an identity. That means an ade-
quate HCI is needed.
Possible Placement:

- Master Device: The user selects the identity on the master device.
The master device is assumed to have in all cases an adequate
HCI.

- Service Consuming Device: The user selects the identity on the
device on which the service is going to be consumed. This is only
possible if the service consuming device has an adequate HCI.

- Slave Device: A 3rd slave device is not an option for Identity
Selection.

Identity Activation Prerequisite: The user has selected an identity that should be used with
the selected service. Identity activation requires that appropriate au-
thentication mechanisms are available on the given device. In addition,
the security level of the devices has to be taken in to account.
Possible Placement:

- Master Device: The user authenticates against the IdP on the mas-
ter device. The master device is assumed to provide an adequate
security level.

- Service Consuming Device: The user authenticates against the
IdP on the service consuming device.

- Slave Device: In addition to the master device and to the service
consuming device, it is possible to use any other slave device that
is part of the virtual device. Such a decision is useful to meet
requirements on authentication methods and security levels.
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Table 5.6: Placement Combinations
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Explanation
1 0 0 0 All activities take place on the master device. That means the requirements

of the service provider have to be transported to the master device.
2 0 0 1 This combination is only useful, if the service consuming device supports

authentication methods that are not implemented by the master device. In
addition the same as for case 1 holds.

3 0 0 2 The authentication takes place on another slave device that supports the
requested authentication methods. In addition the same as for case 1 holds.

4 0 1 0 An already filtered and prioritized list of useable identities is delivered
to the service consuming device, which performs the identity selection.
The authentication takes place on the master device. This combination
is reasonable, because authentication takes places on the master device,
which is more secure than the service consuming device.

5 0 1 1 In contrast to case 4, the authentication and the identity selection takes
place on the service consuming device. This case is considered to provide
a high degree of usability, since the authentication and the identity selec-
tion takes places on the same device.

6 0 1 2 In contrast to case 4 and 5, a third slave device is responsible for the iden-
tity activation. This is useful, if a dedicated authentication method is re-
quired that is neither supported by the master device nor by the service
consuming device.

7 1 0 0 This combination is not useful, because the master device possesses the
knowledge on the identity-device matrix, provides an adequate HCI and
supports the required authentication method. Thus, the final filtering can
also take place on the master device.

8 1 0 1 This combination is not considered to be useful. Compare case 7.
9 1 0 2 This combination is not considered to be useful. Compare case 7.

10 1 1 0 The identity filtering and the identity selection takes place on the service
consuming device. The identity activation takes place on the master de-
vice, which is reasonable from a security point of view.

11 1 1 1 All activities take place on the service consuming device. From the us-
ability perspective this case is considered as reasonable. This case is only
valid, if the service consuming device provides the same security level as
the master device.

12 1 1 2 The filtering and the identity selection takes place on the service consum-
ing device. The service consuming device does not support the required
authentication mechanism and relies for the identity activation on a 3rd
slave device. This case is reasonable.
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5.5.2 Selection of Placement

Table 5.6 excludes case 7, 8, and 9. These cases are not reasonable because there is no need
to perform the Final Filtering on the service consuming device, whereas the Identity Selection
takes place on the Master Device.

For the remaining reasonable cases, an algorithm has to be designed that orders the cases ac-
cording to usability and security criteria. Three different aspects can be distinguished that make
one case more usable than others:

- Human Computer Interface: A device has to provide an adequate HCI to perform iden-
tity selection and depending on the required authentication mechanism the corresponding
identity activation.

- Number of Devices: The number of involved devices and the number of device switches
should be limited. Identity selection and authentication should take place on the same de-
vice. Switching devices to perform activities belonging to the same context is considered
as less usable.

- Understandable Patterns: It is preferable, if the number of cases is limited to simplify the
usage and make the used patterns obvious to the user.

Security means that data processing in general and authentication in particular should only take
place on secure devices. Therefore, it is preferred to perform Final Filtering, Identity Selection
and Identity Activation on the most secure device. Since the master device is assumed to be one
of the most secure devices that are part of the virtual device, it should be preferred to perform
all operations on the master device.

Figure 5.28 extends Figure 5.3 by considering the placement of the above discussed activities
according to the usability and security criteria. Three aspects have to be fulfilled by the ser-
vice consuming device in order to not relay the final filtering, the identity selection and the
authentication to the master device.

First, the service consuming device has to have an appropriate HCI. Second, an appropriate
security level is required. Hereby, it is assumed that the user of the device can define a threshold
that has to be reached by the service consuming device. Third, the required authentication
mechanism, which is specified by the service itself, must be available. If one of these three
conditions is not fulfilled, everything is relayed to the master device.

If all conditions are fulfilled, the steps of identity filtering and identity selection take place on
the service consuming device. After all depicted activities have been finished, the control flow
continues as in Figure 5.3 specified.
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Figure 5.28: Placement Algorithm



6 Evaluation

Chapter 4 outlined the functional architecture for multi-device IdM and Chapter 5 detailed al-
gorithms, mechanisms, and protocols. This chapter evaluates the proposed concepts from three
different perspectives as illustrated in Figure 6.1. The perspectives are functionality, security,
and performance.

In Section 6.1 the functional evaluation examines whether the required functionality is provided.
This is achieved in three steps. First, the scenarios are considered regarding their feasibility.
Second, the high-level, the functional, the non-functional and the security requirements are
systematically checked. Third, the interworking of the architecture with an existing IdM system
is evaluated by means of a prototype.

Since security has been one of the major design goals, Section 6.2 performs a security evalua-
tion. In addition to the checking of security requirements that took place in Section 6.1, three
different views are considered. First, an internal security evaluation is performed with full sys-
tem knowledge applying the same methodology as in Section 4.4. Second, an external security
evaluation takes the view of an attacker and evaluates attacks with different objectives. Finally,
misuse cases consider use cases beyond the initial design goals.

Section 6.3 evaluates the architecture regarding the authentication effort for the user and re-
garding the signaling effort between the virtual device and the IdP. The performance analysis is
conducted by an analytical model based on Markov chains. Finally, Section 6.4 summarizes the
results of the three different evaluation perspectives and puts them into relation to each other.

6.1 Functional Evaluation

The functional evaluation consists of three parts. In Section 6.1.1 an example setting is de-
fined to review whether the usage scenarios from Section 4.1 can be realized. Even if various
sections in Chapter 4 and Chapter 5 have individually outlined the addressed requirements,
it is required to systematically check all requirements regarding completeness in Section 6.1.2.
Finally, it is necessary to show that the designed architecture is usable with an existing IdM sys-
tem. Therefore, Section 6.1.3 introduces a prototype that is able to interact with the Shibboleth
IdM system.

163
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Figure 6.1: Chapter Outline

6.1.1 Evaluation of Scenarios

In Section 4.1 five different usage scenarios have been described to motivate the use cases
that the designed system should address. To evaluate the functionality of the architecture with
respect to the usage scenarios a concrete setting of the virtual device is assumed. Section 6.1.1.1
describes this concrete setting, which is defined in a way to cover a broad range of situations.
Based on this setting, the five usage scenarios are evaluated regarding their basic feasibility, the
applied mechanisms, and potential weaknesses. For one scenario, Section 6.1.1.2 presents the
evaluation in more detail. The evaluation results for the other four scenarios are summarized in
Section 6.1.1.3.

6.1.1.1 Evaluation Setting

Figure 6.2 illustrates a sample setting for the evaluation of the usage scenarios. It has the
following characteristics:

- One user with one virtual device. The virtual device consists of four devices:

– Smartphone: The smartphone is assumed to be a secure device that is always with
the user. It is owned by the employer of the user, who allows private usage. It has
master device capabilities.

– TV Set: The TV set has only limited input capabilities, but a huge display to con-
sume services. The TV set is owned by the user. It has no master device capabilities.

– Notebook: The notebook is assumed to be a secure device, without master device
capabilities. It is owned by the company and must not be used for private services.

– Desktop PC: The Desktop PC is old and not sufficiently administrated. That means
it has a very low security level. It is owned by the user and has no master device
capabilities.
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It is assumed that all devices have installed the designed middleware and that the virtual
device is bootstrapped, i.e. security associations exist. Moreover, all devices are available
and have discovered each other.

- Two federations exist:

– Company Federation: The employer acts as an IdP called IdPC for its employees.
Within this federation are internal SPs1and external SPs. The internal SPs, e.g.
the company wiki, have security requirements regarding authentication whereas the
external SPs, like the Virtual Class Room Provider that offers professional training,
have less security requirements.

– Public Federation: A public IdP IdPP has established a federation with different
SPs. Among the SPs are a Webmail Provider that has very high security require-
ments2, a Digital Notepad Provider, and the aforementioned Virtual Class Room
Provider.

- The user has two identities:

– Company identity IdC : Usable within company federation, i.e. issued by IdPC .
The associated usage context is “Business”.

– Private identity IdP : Usable within public federation, i.e. issued by IdPP . The
associated usage context is “Private”.

6.1.1.2 Evaluation of Scenario 3: Identity Usage on Insecure Devices

Scenario Mapping: The scenario points out (→ Section 4.1.3) a situation in which the user
intends to use an insecure device for authentication against a webmail provider. Such a situation
is avoided by the virtual device. The Desktop PC is assumed to be insecure. Therefore, the
smart phone should be used for authentication. The private identity IdP is not active, i.e. no
IdP session exists on any device that is part of the virtual device.

Scenario Work Flow: The user decides to check his emails with the Desktop PC and selects
the service provided by the Webmail Provider. The Webmail Provider requests a SP Assertion
for authentication. Since the Desktop PC has a low security level, the IM on the Desktop
PC forwards the request by means of the ARP to the smartphone. The user is informed by a
message on the display of the Desktop PC that the process is continued on the smartphone. The
smartphone evaluates the Webmail Provider’s request and provides a list of useable identities. In
this case, the list has the length one and only identity IdP is shown. The user selects this identity
and performs the authentication with IdPP . After successful authentication, the smartphone
obtains an SP Assertion for the Webmail Provider and forwards it within the ARP reply to the

1The term SP is used to highlight that the services offered by the company might be under different adminis-
tration, e.g. administrated by different departments.

2In reality, webmail providers often have very low security requirements regarding the user authentication
and the attestation of user identities. As a consequence, many webmail accounts got compromised resulting in
the potential compromisation of further accounts. The compromisation of further accounts is enforced by the
circumstance that the email account can be used to reset other accounts.
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Figure 6.2: Base Scenario for the Usage Scenario Evaluation

Desktop PC. The Desktop PC uses the obtained SP Assertion for authentication against the
Webmail Provider and starts a service session.

Involved Activities: The following activities take place in the scenario work flow:

- Master Device Selection: Upon mutual discovery of the four devices, the smartphone
succeeded with the master device negotiation and became the master device. It triggers
the information exchange process (→ Figure 5.18). For this process secure channels are
established between the master device and the three other devices.

- Identity Filtering: Identity Filtering runs on the smartphone and is performed in two
steps. After the smartphone became the master device, it gathered information from all
other devices regarding usable identities and device characteristics. This information is
used for the Prefiltering step of the identity filtering. Upon reception of the SP request
for a SP Assertion, the Final Filtering step is triggered. The Final Filtering evaluates
the information provided in the request of the SP. Based on this information IdPC is
excluded.

- ARP: The Desktop PC forwards all requests regarding authentication to the master device
independently of the request itself. ARP is used by the Desktop PC to request the SP
Assertion and used to provide the corresponding assertion. ARP makes use of a secure
channel.

- Request Authorization: The Smartphone has to authorize the ARP request. This is based
on the presented device identity, which has to adhere to the device identity used to es-
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tablish the secure channel, based on the requested identity and based on the requested
service.

Conclusion: The challenge imposed by Scenario 3, i.e. the authentication should take place on
the most secure device, can be fulfilled.

6.1.1.3 Summary of Remaining Scenarios

Each of the following section elaborates how the challenges imposed by Scenario 1, 2, 4, and 5
are addressed.

Scenario 1 – Business and Private Devices: The challenge resulting from scenario 1, i.e. the
consideration of the usage context, can be realized. The Final Filter step of the filtering process
considers the usage context of identities and devices. In addition, the filtering process takes the
SP identity into account. Therefore, it is possible to restrict the usage of identities, devices and
services according to the defined policies.

Scenario 2 – Fast “Device Change”: The challenge to use services without the need to re-
authenticate against an IdP is covered. ARP provides the required mechanism to transport
the necessary authentication. Not covered is the transport of the service state to enable session
mobility. Appropriate mechanisms are proposed in [BKM09].

Scenario 4 – Insufficient Security Features: The challenge to relay the authentication to a de-
vice that supports the required authentication methods is met. With the Prefiltering step of the
filtering process, device properties and identity properties are matched. IAP and ARP allow the
handover of the authentication and the request of corresponding assertions to a capable device.

Scenario 5 – Insufficient Input Methods: The challenge to relay the authentication to a device
with adequate input methods is addressed by the same set of mechanisms that are required to
fulfill Scenario 4.

6.1.1.4 Summary

In conclusion, all 5 scenarios are feasible with the functional architecture and the corresponding
mechanism, algorithms, and protocols.

6.1.2 Evaluation of Requirements

Chapter 4 set up high-level requirements (→ Section 4.1.7), functional requirements (→ Sec-
tion 4.3.3), non-functional requirements (→ Section 4.3.4), and security requirements (→ Sec-
tion 4.4.5). These requirements have been covered by the functional architecture in Section 4.5
and by the mechanisms, algorithms and protocols in Chapter 5.

The sections enumerated in Table 6.1 and the corresponding tables out of Section 4.5 and Chap-
ter 5 elaborated how these requirements have been met:
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Table 6.1: Requirements Addressing Sources

Section Table Functional Component or Mechanism
Section 4.5.2.4 Table 4.15 Identity Manager
Section 4.5.3.4 Table 4.17 Identity Transfer Enabler
Section 4.5.4.4 Table 4.19 Secure Storage Enabler
Section 4.5.5.4 Table 4.21 Device Manager
Section 5.2.3 Table 5.1 Identity Filtering
Section 5.3.5 Table 5.2 Protocols for Multi-Device IdM
Section 5.4.3 Table 5.3 Virtual Device Management

The functional architecture in Section 4.5 addresses requirements in a different way than the
mechanisms, algorithms and protocols specified in Chapter 5. Chapter 5 provides concrete so-
lutions for the requirements, whereas the functional architecture rather assigns requirements to
functional blocks. Nevertheless it is required to systematically verify whether all requirements
have been sufficiently covered.

6.1.2.1 Evaluation Process

The evaluation process, which has been defined within this thesis, consists of four phases: Com-
pilation, Categorization, Consistency Check, and Discussion. The compilation phase creates a
compilation table for each requirement type, i.e. high-level requirements, functional require-
ments, non-functional requirements, and security requirements. A compilation table combines
the tables that elaborate the covered requirements referenced in Table 6.1 with the complete lists
of requirements contained in Section 4.3. The compilation tables (e.g. Table 6.2) show if the
requirements have been covered. If a requirement is covered, a reference is provided to one of
the tables that detail how the requirement has been covered. The tables distinguish whether the
requirement has been covered by the functional architecture (in the following called functional
solution level), by a concrete concept in Chapter 5 (in the following termed as concrete solution
level), or both.

The categorization phase assigns each requirement to one category. Four different categories are
distinguished based on the following three factors: (1) Requirements that have not been covered
at all. (2) Requirements that have been covered by the functional architecture, i.e. functional
solution level. (3) Requirements that have been covered by concrete concepts in Chapter 5, i.e.
concrete solution level. These three factors lead to the following four categories, to which a
requirement is assigned to:

- Category 1 – Only (1): The requirement is not covered. Reasons have to be provided why
the requirement has not been covered.

- Category 2 – Only (2): The requirement is only covered on the functional solution level.
It has to be checked, whether it was intentionally not covered on the concrete solution
level.
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- Category 3 – Only (3): The requirement is only covered on the concrete solution level.
This case is not valid and means that the requirement has been implicitly covered by the
functional architecture.

- Category 4 – (2) and (3): The requirement has been considered on the functional solution
level as well as on the concrete solution level.

The consistency check phase verifies, whether it is reasonable that the requirement has been
covered by the corresponding functional block or by the concrete concept. Functional blocks
and concrete concepts can be distinguished based on references to previous sections. Additional
consistency checks are applied for security requirements (→ Section 6.1.2.5).

In the discussion phase, requirements are elaborated that require clarification. Clarification is
required, if the categorization leads to unreasonable results or if consistency checks fail.

This process is applied for the high-level requirements in Section 6.1.2.2, for the functional
requirements in Section 6.1.2.3 and with slight extensions for the security requirements in Sec-
tion 6.1.2.5. Since the non-functional requirements have not been explicitly addressed before,
Section 6.1.2.4 evaluates them one-by-one.

6.1.2.2 High-Level Requirements

Table 6.2 enumerates the high-level requirements from Section 4.1.7 and shows if the require-
ment has been covered on the functional solution level or on a concrete solution level. If it has
been covered, a reference to one of the previous sections is provided.

Table 6.2: Evaluation of High-Level Requirements

Functional Solution Level Concrete Solution Level
No Short Name Cov. Reference Cov. Reference
R1 Secure Exchange Yes Table 4.21 Yes Table 5.3
R2 Task Distribution Yes Table 4.15,

Table 4.21
Yes Table 5.1,

Table 5.2
R3 Remote Activation Yes Table 4.17 Yes Table 5.1,

Table 5.2,
R4 Discovery of User Devices Yes Table 4.21 No
R5 Capture of Device Character-

istics
Yes Table 4.21 Partially Table 5.3

R6 Establishment of Security
Assocations

Yes Table 4.21 Yes Table 5.3

R7 Determination of Usage Con-
text

Yes Table 4.15,
Table 4.21

No

R8 Distributed Data Handlung Partially Table 4.15,
Table 4.21

Yes Table 5.2,
Table 5.3
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Table 6.2 shows that R4 and R7 have only been covered by the functional architecture. The dis-
covery of devices (R4) is not considered as part of this thesis3. The determination of the usage
context (R7) has not been concretized, because it is strongly related to the provisioning of cor-
responding graphical user interfaces. Also no concrete mechanism for the capturing of device
characteristics is provided to detail R5. It is only touched by Section 5.4.2.4. The statements
regarding R8 are inconsistent. On the level of the functional architecture it is considered as only
partially covered, whereas on the concrete solution level two references are provided. This is
reasoned by the fact that the originally planning favored a central data handling service. For
simplicity reasons and due to the heterogeneity of device information and identity information
two different mechanisms have been realized.

In conclusion, it can be stated that all high-level requirements are sufficiently covered.

6.1.2.3 Functional Requirements

The same process as for the high-level requirements is applied for the functional requirements.
Table A.1 shows the results.

For the requirements related to device discovery (DM-DD-1, DM-DD-2, DM-DD-3), the same
holds as already stated in Section 6.1.2.2. This thesis does not provide a solution for secure
storage (DM-SA-2), potential candidates are enumerated in Section 5.4.5.5. Details on the real-
ization of device identifiers (DM-VDM-3) are not required. A simple, unique string is sufficient
(→ Figure 4.23). Requirements (DM-DC-1, DM-DC-2, DM-DC-3, DM-DC-4) regarding de-
vice characteristics and corresponding data models are not substantiated beyond the functional
architecture. With the exception of Section 5.4.2.4 that covers aspects on the security level
determination and Section 5.4.5.3 that introduces related work on devices description method-
ologies no more details are necessary. For the data exchange mechanism (DM-DA-1) the same
holds as for R8 in Section 6.1.2.2.

IdM-IM-1, IdM-IM-2, IdM-IM-3, IdM-IM-4, and IdM-IM-5 target the capturing and modifica-
tion of information about identities. This is not detailed due to two reasons. First, modifying
information is coupled to the provisioning of user interfaces. Second, the capturing of identity
information requires application interfaces. Both aspects are not in the core of this thesis and
therefore excluded. IdM-IA-3 and IdM-AE-5 can be easily realized by a triggering function
that acts on events caused by the IAP. Therefore, a detailed consideration was not necessary.

It can be stated that all functional requirements have been sufficiently covered.

6.1.2.4 Non-Functional Requirements

The non-functional requirements are not verified by the same process as the other requirements,
because they have not been covered by concrete functional mechanisms. In the following, each
non-functional requirement is discussed one-by-one.

3A comprehensive overview on related work is provided in Section 5.4.5.4.
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NF-1: The devices within the virtual device composition are not equal, i.e. the devices obtain
different information. Only master devices obtain a complete view on identities and device
characteristics. Devices without master device capability have only a limited view on identities
and devices. Thus, the data minimization principle is addressed. Additionally, the privacy
ranking rules4 within the Final Filtering step can be further detailed to propose identities that
reveal only as much information as actually needed. Moreover, the coupling with additional
access control mechanisms is feasible [BNP+08].

NF-2: Usability was a major design goal and has been covered in different ways. First, the
system has to support the user with the management of identities and devices and not restrict
him. That means that the user is able to influence the behavior of the system by corresponding
configuration mechanisms and the possibility to override the system’s proposals. Second, the
system has to be comprehensible for the user. That means the user must be able to understand
what happens why and when. This is achieved with the master device concept that assigns addi-
tional tasks to master devices and puts them more into the focus than other devices. In addition,
the placement of functionality considers the usability (→ Section 5.5). Third, the number of
authentication procedures that have to be performed should be limited. This is achieved by dis-
tributing the knowledge of existing IdP sessions and the retrieval of SP Assertions from remote
devices. A detailed performance analysis is provided in Section 6.3.

NF-3: During the design of the system, performance was not considered as an issue that requires
additional mechanisms due to the following reasons. First, the amount of information that is
exchanged between the devices is limited. After an initial exchange of device and identity char-
acteristics, the further exchange can take place incrementally. The amount of data exchanged
by the IAP and the ARP is low. Second, the effort to process the exchanged information is also
low. The complexity of the Prefiltering step of the Identity Filtering Process increases linearly
with the number of devices, the number of identities, and with the number of rules. The Final
Filtering algorithm is also of linear complexity. The complexity of all other algorithms and the
effort to realize the security functionality is not considered to have a significant influence on the
performance.

NF-4: Security was a major design goal and various technical and non-technical (e.g. manual
user confirmation) mechanisms have been designed to make the multi-device IdM architecture
secure. For further information about the overall system security it is referred to the evaluation
of the security requirements in Section 6.1.2.5 and to the security evaluation in Section 6.2.

NF-5: The system does not depend on a single device. Even if the master device bundles
different responsibilities, the system does not depend on it. First, it is possible to have several
master devices. Second, the system is always in the position to fall back to single operation,
i.e. each device operates on its own. With an additional mechanism that replicates the SecStore,
e.g. on all master devices, it is possible to fulfill this requirement.

At this point it is not possible to fully confirm the fulfillment of all non-functional requirements.
Therefore, it is required to consider the fulfillment again after the security evaluation and after
the performance evaluation in Section 6.2 and Section 6.3, respectively.

4The actual realization of the privacy ranking rules have not been addressed by this thesis. For more details it
is referred to [BNP+08]
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6.1.2.5 Security Requirements

The evaluation of security requirements can be considered as part of the security evaluation.
Since the same process as for high-level and functional requirements is applied, it is part of this
section.

For the evaluation of security requirements an additional consistency check is applied based on
the nature of the requirement. One can distinguish between two kinds of security requirements:
Self-contained requirements and client/service requirements. A self-contained requirement is
fulfilled, if the required characteristic is provided by one component. A client/server require-
ment is fulfilled, if the server provides the functionality and the client uses the functionality. For
example in case of logging functionality, the server must provide the possibility to log data and
a corresponding client must use the logging functionality.

Table A.2 shows how the security requirements have been addressed. In the following all secu-
rity requirements are discussed that have not been adequately covered.

SR-1 requests a mechanism that prevents the unauthorized usage of devices. Such a mechanism
is assumed to be available within at least master devices. If a device does not have such a
mechanism, additional restrictions apply. For example, the device must not become a master
device and manual confirmation is required upon ARP requests.

SR-10, SR-12, and SR-15 cover the transmission of Tokens and Credentials between the user
devices and other parties. Therefore, it is not the sole responsibility of the user to take care of
the application of appropriate mechanisms like encryption. A potential extension of the IM-A
might restrict the transmission of tokens and credentials to secure channels.

SR-11, SR-13, SR-14, SR-18, SR-25, SR-27, SR-29, and SR-31 can be fulfilled with the provi-
sioning of a secure storage. As stated above, the actual realization of the secure storage is out
of scope of this thesis. SR-24 provides an additional requirement on the secure storage, which
has to be considered with the actual realization of the secure storage.

SR-3, SR-8, SR-16, SR-19, SR-26, SR-28, and SR-30 are not considered in more detail. Log-
ging functionality can be added to the corresponding message sequence charts. Such function-
ality is not contained in the diagrams of Chapter 5 for simplicity reasons.

For the requirements related to device discovery (SR-21 and SR-22) the same holds as with
device discovery for the high-level requirements.

The requirements SR-100 to SR-103 are not explicitly addressed by the functional architecture.
Nevertheless, they have been addressed by the ARP and IAP and are, thus, covered.

SR-23 demands encrypted device identifiers or the avoidance of unique device identifiers. This
requirement has not been covered by the security architecture of the virtual device. Based on the
assumption that only devices belonging to the same user can discover each other, only devices
that belong to the same virtual device are in the position to establish a secure channel. The
establishment of secure channels includes the exchange of certificates, which contain the device
identifier. If a device cannot discover another device, no certificates are exchanged. Therefore,
it is not required to fulfill SR-23.
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The virtual device composition should be kept confidential (SR-9). Since information about the
composition is not only stored within the virtual device, but also on SecStore, the fulfillment of
SR-9 depends on the realization of the SecStore. Based on the assumption that the SecStore is
part of the virtual device and based on the assumption that SecStore is secure, this requirement
is considered to be fulfilled.

Requirement SR-6 has not been explicitly addressed by the defined multi-device IdM protocols.
The requirement can be easily covered by the authorization mechanisms that are part of the IAP
and ARP.

It can be stated that all security requirements have been covered. This does not imply any state-
ment on the strength of the proposed mechanisms or the completeness. Security is considered
in more detail by the security evaluation in Section 6.2.

6.1.2.6 Summary

The high-level and the functional requirements have been covered by adequate mechanisms.
For the non-functional requirements and for the security requirements it is additionally required
to consider the results of the performance and/or security evaluation, respectively.

6.1.3 Implementation

This section describes the motivation and implementation of the prototype. Basically it is possi-
ble to implement the specified architecture. However, the prototype serves as a proof-of-concept
for the interworking with an existing IdM system. If the interworking is feasible, it would be
guaranteed that the proposed architecture can be introduced without breaking mechanisms of
existing IdM systems.

With respect to the interworking with existing IdM systems the following issues have to be
clarified:

- SP Assertion Transfer: Is it possible to transfer SP Assertions that are obtained
from the IdP between devices?

- Requested Authentication Method: How is it possible to obtain knowledge about the re-
quested authentication methods?

- Supported Federations: How is it possible to obtain knowledge about the sup-
ported federations, i.e. the supported IdPs?

- Requested Attributes: How is it possible to obtain knowledge about the re-
quired user attributes?

The Shibboleth IdM system [Shi11b] has been selected to show the interworking out of two
reasons. First, it is freely available and its source code is accessible. This is advantageous with
respect to the clarification of the above introduced issues that cannot be necessarily derived
from the corresponding specification. Second, the user community is large due to its prevalence
in academia [Käh06, Shi11a]. Thus, a lot of experience is accessible to setup the Shibboleth
IdM system.
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Section 6.1.3.1 details the prototype structure and Section 6.1.3.2 illustrates the work flow of
test scenario that has been realized. Finally, Section 6.1.3.3 summarizes the key findings of the
implementation.

6.1.3.1 Prototype Structure

The prototype is restricted to the functional blocks that are required to clarify the issues raised
above. The implementation of the individual functional blocks is restricted to the required
functionality. The required functional blocks are:

- IM: Required to authenticate against the IdP and for the coordination with the ITE. The
implementation of the IM comprises the IM-C and the IM-A together with a simple user
interface. The IM-IFS and the IM-DM are not needed in this context.

- ITE: Required for the transfer of SP Assertions between the devices. The implementation
of the ITE is restricted to the ITE-C. The ITE-AM and the ITE-DM are not needed in this
context.

- DM: Required to establish secure channels. The implementation of the DM is limited to
the DM-VDM and to the DM-SCB. Master device selection and device discovery is not
needed in this context.

The SSE has not been implemented, because neither logging nor security storage functionality
are required to show the interworking with an existing IdM system.

Figure 6.3 depicts the realized prototype. It consists of four virtual machines running Ubuntu
10.04 inside a virtualized environment [STM10]. Two machines depicted on the left realize the
virtual device that is operated by the user. The IdP as well as the SP are running the unmodified
Shibboleth IdM software [Shi11b]. The functionality of the IdP is realized as a servlet that runs
inside a Tomcat application server [BD07]. The SP offers a service that is restricted to autho-
rized users. The service is realized as a webpage by means of an Apache webserver [BC08]
that runs the Shibboleth module mod_shib [Shi11b]. The SP and IdP have already established
a security association by the exchange of X.509 certificates. The certificate information as well
as the supported protocols that are applied between the IdP and SP are recorded as metadata
with the IdP and SP.

6.1.3.2 Test Scenario

The user authenticates on Device 1 against the IdP and establishes an IdP session with the IM.
The information about the existing session is transferred to Device 2 by the ITE. On Device 2 the
user selects a restricted web page as a service with the local Web Renderer5. The SP requests
the user to authenticate with an AuthNRequest that redirects the user to the IdP. Instead of
establishing an IdP session on Device 2, Device 2 intercepts the redirection request of the SP

5The Web Renderer can be considered as a simplified version of a web browser and is provided as part of the
JAVA SDK.



6.1 Functional Evaluation 175

Figure 6.3: Conceptual View on Prototype

and requests an SP Assertion from Device 1. Device 1 retrieves the SP Assertion based on the
already existing session with the IdP and delivers it to Device 2. Device 2 uses the SP Assertion
for successful authentication and eventually consumes the service.

The AuthNRequest serves as a transport medium for the SP to inform the IdP about its require-
ments. Without modification of the configuration, the AuthNRequest is encrypted by the SP
with the public key of the IdP. The interception and the subsequent processing of the AuthN-
Request on Device 2, is only reasonable if the AuthNRequest is not encrypted. Therefore,
the configuration was modified to transmit the AuthNRequest unencrypted, but integrity and
authenticity protected. This does not represent a security threat, because TLS protects the con-
fidentiality and the integrity of the AuthNRequest between the SP and the User, and between
the User and the IdP. An unencrypted AuthNRequest allows the user to process the content of
the AuthNRequest in order to obtain two pieces of information. First, it is possible to select
an appropriate IdP, i.e. selecting an appropriate federation and thus limiting the set of potential
identities. Second, the authentication context (→ Section 2.3.3) allows selecting an adequate
authentication method that is appropriately supported by one of the devices out of the virtual
device composition.

An extension of Shibboleth is the SAML Enhanced Client or Proxy profile (ECP). ECP ex-
plicitly supports the identity selection by the user. Thus, it provides an alternative solution to
plaintext AuthNRequest. However, it requires explicit client support, which breaks the assump-
tion of Shibboleth to operate with ordinary web browsers.
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Shibboleth provides a mechanism to obtain meta-data about SPs and about IdPs. This meta-data
can be used to detail the knowledge about the structure of the federation. Knowledge about the
federations serves as input for the identity filtering process. Three basic approaches to obtain
this knowledge can be differentiated. First, the SP supplies information on an endpoint to re-
trieve meta-data (e.g. an URL) with the AuthNRequest. The virtual device can retrieve the
meta-data and identify suitable IdPs. Second, the virtual device can obtain meta-data from the
IdP about all SPs that are part of the federation. This requires information about the endpoint.
Shibboleth does not provide a mechanism how this could be achieved. That means extensions
are required. Third, the WAYF service may serve as a source to obtain knowledge about the fed-
erations. All three approaches are basically feasible to support the identity filtering mechanisms.
Approach 1 and 3 are considered as feasible without extensions to the Shibboleth system.

The test scenario did not address the need of the SP for user attributes. Even if Shibboleth sup-
ports the retrieval of user attributes by the SP directly from the IdP, it does not allow the expres-
sion of SPs requirements. However, knowledge of the required attributes improves the identity
selection. Therefore, additional mechanisms are required to enable the selection of identities
according to SP requirements. This is not further considered here. Solutions [BNP+08] are
proposed based on privacy policy languages [KCLC07].

6.1.3.3 Summary

The implementation successfully confirmed the feasibility of the functional architecture in gen-
eral and ARP and IIEP in particular. It was possible to show the interworking with an existing
IdM system. However, extensions to the Shibboleth IdM systems regarding the provisioning of
information on the required attributes and with respect to federations are required to take full
advantage of the proposed architecture.

6.1.4 Summary

The functional evaluation consisted of three parts. The evaluation of the scenarios verified
that the scenarios are feasible with the specified architecture. All requirements are sufficiently
covered by the functional architecture. The implementation confirmed the basic feasibility, but
pointed out necessary extensions to take full advantage of the multi-device IdM concept.

6.2 Security Evaluation

The security evaluation consists of four parts. The first part of the security evaluation is the
verification, whether all security requirements have been covered (→ Section 6.1.2.5). The
second part (→ Section 6.2.1) evaluates the security from an internal perspective. That means
with the complete knowledge of the system design, (→ Chapter 4 and Chapter 5) assets beyond
the ones in Section 4.4.2 are identified, potential threats are derived and if necessary additional
mechanisms are proposed. The internal security evaluation is complemented by an external
security evaluation in Section 6.2.2. The external evaluation is goal-oriented and evaluates the
security of the designed system with particular attacks in mind. Eventually, the fourth part
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studies so called misuse cases that regard the system behavior under use cases that are outside
the system specification (→ Section 6.2.3). Section 6.2.4 summarizes the four parts.

Neither the internal nor the external security evaluation considers threats that are a consequence
of the following causes:

- Availability of communication infrastructure: An attack on the availability of the com-
munication infrastructure that is used for the organization of the virtual device is not
considered.

- Software vulnerabilities: Vulnerabilities due to programming errors in the operating sys-
tem, used libraries or the middleware designed in Chapter 4 and Chapter 5 are not consid-
ered. In particular it is assumed that the used security functionality (e.g. TLS) is flawless.

- Security of device discovery: Since device discovery is not the focus of this thesis, it is
assumed that device discovery does not introduce security threats. Privacy threats on the
physical layer, i.e. the detectability of a device without identification, are neglected.

6.2.1 Internal Evaluation

The internal evaluation identifies assets that have been introduced by the refinement of the
functional architecture and the corresponding mechanisms. Based on the assets threats are
identified by means of the STRIDE methodology. The threats are checked against existing
security functionality. If necessary, additional security mechanisms are outlined.

6.2.1.1 Asset Identification

The refinement of the architecture has introduced additional assets or substantiated existing as-
sets. These assets have been identified by systematic examination of the functional architecture
(→ Section 4.5) and of the mechanisms, protocols and algorithms (→ Chapter 5). Table 6.3
provides an overview on the newly identified assets.

Table 6.3: Newly Identified Assets

No Asset Description Source
A20 Logging Infor-

mation
Logging information contains information
about system activities.

Section 4.5.4

A21 Identity Infor-
mation

Identity information provides details on the
user’s identities. Devices capture, store and
exchange identity information (e.g. identity
identifier, security requirements) as input for
identity filtering.

Section 4.5.2

A22 Identity Device
Matrix

The identity device matrix describes, which
identity can be used on which device. As a
result of the filter process the device identity
matrix is created.

Section 5.2

Continued on next page
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Table 6.3: Newly Identified Assets

No Asset Description Source
A23 Device Informa-

tion
Device information describes characteristics
of devices. Devices capture, store and ex-
change device information among each other.

Section 4.5.5

A24 Virtual Device
Composition

List of devices that are part of virtual device. Section 5.4.2

A25 Virtual Device
Key pair

Key pair of the virtual device, which is used
to establish master devices.

Section 5.4.2

A26 Master Device
Key Pair

Key pair of a master device. Several master
device key pairs might exist to add/remove
devices from the virtual device and to man-
age the virtual device list.

Section 5.4.2

A27 Non-Master De-
vice Key Pair

Key pair of a non-master device. Each device
belonging to a virtual device has a key pair to
prove its membership.

Section 5.4.2

A28 Secure Storage Contains security crititial data on the virtual
device, e.g. used to store the device member-
ship list.

Section 5.4.2

A29 Filter Rules Used to control the Prefiltering step of the
Identity Filtering Process.

Figure 5.6

A30 Ranking Rules Used to rank identities in the Final Filtering
step of the Identity Filtering Process.

Figure 5.8

A31 Identity Recom-
mendations

List of identities that is recommended for use
with a selected service.

Section 5.3.1

6.2.1.2 Threat Identification and Countermeasures

The application of the STRIDE methodology leads to Table 6.4 that provides an overview on
the new threats. For more details on the individual threats it is referred to Section A.4.1. Ta-
ble A.3 provides a short description for each threat and a corresponding assessment. If the threat
is covered by the designed architecture or by defined security mechanisms, it is not necessary
to identify additional security mechanisms. However, if the threat is not (i.e. “No” in col-
umn “Covered”) or only partially (i.e. “Partially” in column “Covered”) addressed, a detailed
discussion and additional measures are required.
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As a result of Table A.3, all threats are covered at least partially. Partially means that security
mechanisms to address these threats are in place, which are basically suited but do not cover a
threat completely. The partially covered threats can be classified into four different categories
in order to discuss the potential damage and suitable countermeasures: (1) Influence of User,
(2) Storage of Virtual Device Key Pair, (3) Realization of SecStore and (4) Secure Storage.

(1) Influence of User: Threats A21_T1, A23_T1, and A29_T1 are only partially addressed, be-
cause the user is able to modify identity information, device information, and filter rules. Giving
the user the possibility to influence the system behavior was a design choice, which follows the
usability principle to rather assist the user than restrict him. Therefore, the user has compre-
hensive possibilities to influence the operation of the system by modifying various kinds of
settings. Modification of this information results in different and potentially insecure results of
the identity filtering process and the master device selection. As a countermeasure, the modifi-
cations of the user have to be evaluated. Based on the evaluation, an assistant should inform the
user about the potential impact of the modifications and provide alternatives. That the stored
information is modified by an external attacker is not considered as a threat, because the SSE
provides secure storage.

(2) Storage of Virtual Device Key Pair: Threats A25_T1, A25_T2, and A25_T3 target the vir-
tual device key pair that makes up the trust anchor of the virtual device. Existing security
mechanisms address these threats only partially. The SSE provides the possibility to securely
store the key pair on a selected device within the virtual device. However, the virtual device
key pair is only rarely required, e.g. if a new master device should be added. Therefore, it is
reasonable to consider additional security mechanisms. One solution is to store the key pair not
within the virtual device, but somewhere else. Thus, it is not directly useable by any device of
the virtual device composition. For example, an external storage medium that is not accessible
via any network is appropriate, if it is stored at a secure place. Such a solution has a low us-
ability. Therefore, additional mechanisms are required to provide an adequate level of usability.
Another solution is the encryption of the private key. In both cases an explicit user action is
required to make use of the virtual device key pair. This is a reasonable measure to protect the
key pair and could be easily added.

(3) Realization of SecStore: The SecStore was added to host the virtual device membership
list. In Section 5.4.2 it was assumed that SecStore is realized as a regular device within the
virtual device according to the principle to limit the number of different security mechanisms.
In consequence, the threats A28_T1, A28_T2, and A28_T3 can be reduced to threats that also
hold for the SSE. However, alternative mechanisms should be considered, which do not follow
the principle introduced before, but rather reduce the complexity of SecStore. One solution is
the reduction to pure storage that is world readable, but restricted regarding modification. If
the information is encrypted in such a way that it can be decrypted by every device that is part
of the virtual device, it does not matter whether anybody can access the storage. However,
modifications should be limited to authorized parties, i.e. master devices. This solution can be
reduced to the group key problem [RH03].

(4) Secure Storage SSE: The remaining threats 6are addressed by the SSE and the correspond-
ing security mechanisms. Therefore, the security of the SSE is essential for the operation of the
virtual device and all concepts that rely on it. In addition to the refinement of the SSE, addi-
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tional security mechanisms have to be considered. In the following a couple of mechanisms are
identified:

- Device Binding: The security of the secure channels depends on the security of the device
key pair. Since the device key pair can be removed from one device and put to another
device if the SSE is compromised, it requires mechanisms to bind the key pair to the
device. Trusted computing can provide such a mechanism. But also the binding to an
unmodifiable characteristic (e.g. MAC address) is considered as appropriate.

- History Mechanism: A history mechanism manages old versions of data and allows track-
ing of modifications. Therefore it is possible to detect malicious modifications. For ex-
ample, decisions of the Final Filtering step of the identity filtering process depend on the
device identity matrix. If the input data to create this matrix is modified, the matrix and
thus the results of the Final Filtering step are influenced. If a history of the device identity
matrix exists, it becomes possible to detect malicious activities.

6.2.1.3 Summary

The internal evaluation has identified a couple of threats that are not sufficiently addressed by
the functional architecture and the concrete mechanisms. None of these threats is considered as
severe, because for each threat an adequate mechanism could be proposed.

6.2.2 External Evaluation

For the external evaluation no standardized methodology is known. Therefore, an attacker
model is defined that identifies different attackers and different locations for attacks. The at-
tacker model is applied to different attacks that are reasonable with respect to the defined ar-
chitecture. The attacks comprise active attacks, i.e. the attacker directly influences the system
as well as passive attacks, in which the attacker only passively obtains knowledge about the
system by observation. For each attack, the following issues are discussed:

- Attack Description: Outlines the overall attack.

- Attack Motivation and Potential Attackers: Details the motivation and objectives of per-
forming an attack and identifies the potential attackers based on the attack model.

- Affected Parties: Elaborates how the different parties are affected by the attack.

- Attack Analysis: Describes the required steps to perform the attack with the support of
attack trees (→ Section 2.5.4). The attack trees highlight attack paths that have been
introduced by the virtual device and the multi-device IdM concept. Some subpaths are
common to various attack paths. These subpaths are contained in Section 6.2.2.9.

- Attack Evaluation: Discusses the impact of the attack.
6These are all threats that are contained in Table A.3 and which have not been mentioned by one of the previous

categories.
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Figure 6.4: Classification of Attackers

The attack model (→ Section 6.2.2.1) defines the attackers and the potential attack locations.
Based on the attack model, Section 6.2.2.2 motivates the considered attacks and provides a
corresponding overview. The remainder of this subsection evaluates the considered attacks in
detail. Finally, Section 6.2.2.10 sums up the results of the external evaluation.

6.2.2.1 Attack Model

The attack model defines the attackers and the potential locations of attacks.

Attacker: Figure 6.4 differentiates between two kinds of attackers: Internal attackers and exter-
nal attackers. An internal attacker is any party that regularly participates in the system. That
means each of the roles - user, IdP, and SP - can act as an attacker within the system. This
includes attacking any other role as well as exploiting its capabilities to misuse the system. It is
assumed that no party behaves maliciously against itself. Network access providers are not con-
sidered as attackers. For a detailed discussion on privacy threats caused by network operators, it
is referred to [Hau08]. An external attacker is not an inherent part of the system. Examples for
external attackers are fraudsters that want to consume services on behalf of the user. Depending
on the strength of the attacker, he can conduct various attacks on the system and against all
participating parties.

Attack Location: Figure 6.5 identifies seven different locations for potential attacks.

- Location 1 – Device of Virtual Device: An attacker might perform attacks on one of
the member devices. Potential attacks include the usage of existing interfaces between
the functional blocks as well as modification of the middleware.

- Location 2 – Communication between Devices of a Virtual Device: An attacker might
perform attacks by misusing the communication channel between the member devices of
a virtual device. Potential attacks include the eavesdropping of communication activities
and the usage of exposed interfaces amongst others.

- Location 3 – System of Service Provider: An attacker might attack the systems of
the SP. This attack location is not considered in detail, because the system of the SP is
assumed to be secure.
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Figure 6.5: Points of Attack

- Location 4 – System of Identity Provider: An attacker might attack the systems of
the IdP. This attack location is not considered in detail, because the system of the IdP is
assumed to be secure.

- Location 5 – Communication channel between User and IdP: An attacker might get
access to the communication channel between user and IdP. This might be used for eaves-
dropping as well as for message injection.

- Location 6 – Communication channel between User and SP: An attacker might get
access to the communication channel between the user and the SP. This might be used for
eavesdropping as well as for message injection.

- Location 7 – Communication channel between IdP and SP: An attacker might get access
to the communication channel between the SP and IdP. Since this kind of communication
is not relevant for the security evaluation, it is not considered in the following.

6.2.2.2 Attack Selection

For the external evaluation it is important to highlight attacks that result from the introduction of
the virtual device and the multi-device IdM key concepts. These key concepts lead to additional
interfaces, additional communication between the devices and additional data that is stored.
Based on this, three categories of attacks are considered: (1) Unauthorized usage of services,
(2) the observation of user characteristics and (3) the disturbance of the user. Table 6.5 provides
an overview on the attacks.

(1) Unauthorized usage of services: Based on the ARP and the IAP, it is possible that services
can be used on devices without performing the authentication on that device. Thus, the attack
of unauthorized usage of services has to be assessed (Section 6.2.2.3) in detail. Category (1)
consists only of this attack.

(2) Observation of user characteristics: With the virtual device concept, a lot of information
on devices and on identities is exchanged between the devices. Information on devices and on
identities is considered as information that describes the user’s characteristics and thus inhibits
the user’s privacy if revealed. In consequence additional targets for attacks to breach user’s
privacy exist. In Section 6.2.2.4 an attacker is interested in the virtual device composition
and wants to obtain information on the devices. The identities of the user are of interest in
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Table 6.5: Overview of Considered Attacks

No Attack Name Category
1 Unauthorized Service Consumption 1
2 Obtain Information on Virtual Device Composition 2
3 Observation of User Identities 2
4 Observation of IdP and SP Sessions 2
5 Disturb Virtual Device Operation 3
6 Enforced Termination of IdP Session 3

Section 6.2.2.5 and the existing SP and IdP session are subject to the observation of an attacker
in Section 6.2.2.6.

(3) Disturbance of User: The benefits of the virtual device and the multi-device IdM concept are
provided by the collaboration of individual devices. If an attacker can disturb the collaboration
of the devices, the devices fall back to independent operations after some time and the benefits
are lost. Therefore, Section 6.2.2.7 assesses an attack to interrupt the virtual device operation.
An attack to shut down an IdP session is evaluated within Section 6.2.2.8.

6.2.2.3 Attack 1: Unauthorized Service Consumption

Attack Description: An attacker consumes a service on behalf of a user without being autho-
rized.

Attack Motivation and Potential Attackers:

(1) Direct monetary objective: If the service is not for free, consuming the service itself rep-
resents a valid goal. The user gets charged for the service. Depending on the charging model
[BBB+10], the attacker creates additional costs (e.g. in case of pay per use) or only exploits the
user’s already paid access. Example: A charged online gaming service might be a worthwhile
service to be consumed from the perspective of an attacker.

(2) Indirect monetary objective: If the service itself is for free, it might be used to trigger other
events for which the user gets charged. For example, ordering goods on behalf of somebody
else at an online shop.

(3) Destruction of reputation: Using a service on behalf of the user might trigger actions to
destroy the reputation of one of the user’s identities. Example: Modification of the user’s profile
at an online social network.

(4) Access to private data: Getting access to a service is often combined with getting access
to data stored with the service. The attacker might be interested in this data. Examples for
such data are the order history in case of online shopping, the user’s profile with online social
networks, or the account balance in case of online banking.
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(5) Decrease of availability: Getting access to a service and consuming a service might put the
attacker into the position to disable the account by explicitly quitting of the service contract or
by malicious behavior leading to a blocking of the account by the SP.

From the attacker classification above, only an external attacker is considered. The user has
no interest to consume a service on behalf of himself. Even if the SP has a potential interest
to consume another service on behalf of the user, we do not consider this here due to the trust
assumption within a federation (→ Section 3.2.2.6).

Affected Parties: The user, the SP and the IdP, are affected by illegal service consumption and
have strong interests to avoid that.

- User: The user is directly affected by illegal service consumption from an unauthorized
attacker. The maliciously created cost, the potential of the destroyed reputation, disclo-
sure of private data and the non-availability of the service are not in the interest of the
user. In addition to the user, the employer of the user is affected, if the service is running
on behalf of the company or if sensitive company information gets accessible.

- SP: The SP is the other directly affected party of illegal service consumption. Even, if the
user has to cover the resulting damage, the reputation of the SP is decreasing the more
occurrences of illegal service consumption take place. In addition, the SP has to deal with
users that repudiate the usage of the service.

- IdP: Since the IdP has created the SP Assertion for authentication and authorization, it is
also affected by the illegal service consumption. In particular the reputation of the IdP is
decreasing if too many illegal service consumption events take place. In consequence SP
could release the federation and put the IdP out of business. Therefore, it is in the interest
of the IdP to avoid illegal service consumption.

Attack Analysis: The attack tree in Figure 6.6 illustrates potential attack paths. The attack
paths that result from the introduction of the virtual device concept and from the multi-device
concept are indicated by APii ∈ {1..6}. To consume services an attacker can either capture an
existing service session or establish a new service session. Since it is not possible to elaborate
all potential paths two example paths are detailed. Both attack paths have in common that a new
service session should be established based on a SP Assertion.

Attack Path 3: The SP Assertion is actively requested from another device. In order to actively
request a SP Assertion, either one of the user’s devices must be compromised or the attacker
must integrate a device into the virtual device. The latter approach is considered. The steps to
add a device to the user’s virtual device are detailed in Figure 6.15. If the attacker has added a
device to the virtual device, two additional security mechanisms have to be circumvented. First,
the requested device must have a policy to authorize the ARP request and second, the user has
to confirm the release of the SP Assertion. The latter step is considered as optionally.

Attack Path 5: Instead of actively requesting the assertion, the attacker intercepts the SP Asser-
tion during its transmission between two devices of the virtual device. That means the attacker
has to break the secure channel between the devices. Figure 6.13 details the required steps to
break the secure channel.



186 Chapter 6. Evaluation
Ill

e
ga

l S
er

vi
ce

C
on

su
m

p
tio

n

C
ap

tu
re

 E
xi

st
in

g
S

er
vi

ce
 S

es
si

on
E

st
a

bl
is

h 
N

ew
S

e
rv

ic
e 

S
e

ss
io

n

O
b

ta
in

 S
es

si
on

S
ta

te

F
ro

m
 S

P
F

ro
m

 V
irt

u
al

D
e

vi
ce

G
et

 a
cc

e
ss

 to
 

S
S
E

G
et

 fr
om

A
pp

lic
at

io
n

1)
 D

ep
en

di
ng

 o
n 

th
e 

a
pp

lic
at

io
n

, t
he

 s
es

si
o

n 
st

a
te

 is
 o

nl
y 

co
nt

ai
ne

d 
w

ith
in

 th
e

 m
em

or
y 

us
e

d 
by

 th
e 

a
pp

lic
a

tio
n.

1)

O
bt

ai
n

S
P

 A
ss

er
tio

n

O
bt

a
in

Id
P

 T
ok

en

R
eq

ue
st

S
P

 A
ss

er
tio

n
fr

om
 o

th
e

r 
de

vi
ce

In
te

rc
ep

t
T

ra
ns

m
is

si
o

n 
o

f 
S

P
 A

ss
er

tio
n

E
st

a
bl

is
h

Id
P

 S
e

ss
io

n

O
b

ta
in

A
ut

he
nt

ic
at

io
n

C
re

d
en

tia
ls

In
te

rc
ep

t o
n 

U
se

r 
D

ev
ic

e

2)
 R

eq
ui

re
s 

th
e 

in
st

al
la

tio
n 

o
f m

al
w

ar
e

.

O
bt

ai
n 

fr
om

Id
P

2)

In
te

rc
ep

t I
d

P
 T

ok
en

du
rin

g 
T

ra
ns

m
is

si
on

B
re

ak
 S

e
cu

rit
y

B
et

w
e

en
 

U
se

r 
D

e
vi

ce
 a

nd
 Id

P

3)
 N

ot
 c

on
si

d
er

e
d 

in
 d

et
ai

l.

3)

B
e

co
m

e 
p

ar
t o

f t
he

vi
rt

ua
l d

ev
ic

e

A
bu

se
m

em
be

r 
de

vi
ce

4)

4)
 D

et
ai

ls
 p

ro
vi

d
ed

 in
 S

ec
tio

n 
6.

2.
2.

9

U
se

 th
e 

IT
E

in
te

rf
a

ce

5)

5)
 A

dd
iti

on
al

 s
of

tw
ar

e 
se

cu
rit

y 
m

e
ch

an
is

m
s 

a
re

 r
eq

ui
re

d.

B
re

ak
 S

e
cu

rit
y

B
e

tw
ee

n
 

U
se

r 
D

e
vi

ce
 a

nd
 I

dP

3
)

B
re

ak
 S

e
cu

rit
y

B
et

w
ee

n 
D

e
vi

ce
s

B
re

ak
 S

e
cu

rit
y

B
e

tw
ee

n
 

U
se

r 
D

ev
ic

e
 a

nd
 S

P

In
te

rc
ep

t A
ss

e
rt

io
n

O
n

 U
se

r 
D

ev
ic

e

3)

3)

B
re

ak
S

ec
ur

e 
C

ha
nn

el

M
an

ip
ul

at
e

au
th

or
iz

at
io

n
 p

ol
ic

ie
s

o
n 

re
qu

es
te

d 
de

vi
ce

G
et

us
er

 c
on

fir
m

at
io

n

M
an

ip
ul

at
e

au
th

or
iz

at
io

n 
po

lic
ie

s
on

 r
eq

ue
st

e
d 

d
ev

ic
e

G
et

us
er

 c
on

fir
m

at
io

n

F
or

ge
de

vi
ce

 p
ro

p
er

tie
s

S
oc

ia
l

E
n

gi
ne

er
in

g

In
te

rc
ep

t
as

se
rt

io
n 

be
tw

ee
n

fu
nc

tio
na

l b
lo

ck
s

4)

In
de

pe
nd

en
t o

f v
irt

u
al

 d
ev

ic
e 

a
nd

m
ul

ti-
de

vi
ce

 Id
M

In
tr

od
u

ce
d 

w
ith

 v
ir

tu
al

 d
ev

ic
e 

an
d

m
ul

ti-
de

vi
ce

 Id
M

O
pt

io
n

al

K
ey

: A
tta

ck
 T

re
e

A
tta

ck
 P

a
th

 3

A
tta

ck
 P

at
h

 5

A
P

 1
A

P
 2

A
P

 3

A
P

 4

A
P

 5
A

P
 6

Fi
gu

re
6.

6:
A

tta
ck

Tr
ee

fo
rA

tta
ck

1:
U

na
ut

ho
ri

ze
d

Se
rv

ic
e

C
on

su
m

pt
io

n



6.2 Security Evaluation 187

Attack Evaluation: Five different attack paths can be distinguished to consume a service on
behalf of a user. Attack path 1 and Attack path 2 provide the possibility to overtake an existing
session. This seems not to be attractive from an attacker’s point of view, because he cannot de-
cide on the service on its own. Moreover, security mechanisms of the SSE, which are considered
to be strong (→ Evaluation of security requirements), or of the application have to be circum-
vented. Attack path 3 requires the attacker to make his device part of the virtual device. The
analysis in Figure 6.15 showed that this is difficult and requires user involvement. In addition,
at least two different actions are required to obtain the SP Assertion. Attack path 4 requires that
the attacker has one member device under his control and abuse existing interfaces. Moreover,
the attacker has to manipulate the requested device, which creates additional effort, i.e. manip-
ulating a second device. In case of attack path 5 and 6, interception of the SP Assertion is not
attractive. The attacker depends on the service selection of the user and is only in the position
to use these services. Also the attention of the user is raised, since the intercepted SP Assertion
cannot be used anymore for the service intended by the user.

6.2.2.4 Attack 2: Obtain Information on Virtual Device Composition

Attack Description: An attacker obtains information about the devices that are part of the virtual
device.

Attack Motivation and Potential Attackers:

- IdP: IdM systems and the designed system do not provide any explicit information on
devices to the IdP (e.g. no device identifiers are provided), i.e. the virtual device concept
is transparent to the IdP. The motivation for an IdP to obtain information about the virtual
device is the following: First, if the IdP would know which devices the user has and
which devices should be used for authentication, it becomes possible to identify malicious
behavior of attackers. Second, the IdP wants to prevent the transparent usage of the virtual
device and therefore wants to identify the individual devices. However, it must be stated
that the IdP knows a lot of information about the user. Therefore, the motivation of
gathering information about the virtual device is not considered as relevant.

- External Attacker: There are two rationales for an external attacker to obtain information
on the virtual device. First, the information on the virtual device composition can be
used to launch other attacks. For example an attacker could directly attack a device with
known weaknesses (e.g. zero-day exploits). Second, an external attacker might simply
be interested in composition of the virtual device to breach the user’s privacy and use
the obtained knowledge for example for marketing purposes. Hereby, the number and
the types of devices represent indicators for the wealth of the user. Moreover, the device
types allow to derive additional information on the employer of the user (e.g. if the user
has a “Blueberry” device, it is probably a business device).

- SP: The SP has the same interest as the external attacker with respect to user’s privacy.
The more information the SP obtains the better the service can be customized. On the one
hand this improves the service experience of the user and is, thus, advantageous. On the
other hand the customization can be harmful. For example depending on the user’s de-
vices different product prices might be presented by the SP. Moreover, the SP is interested
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in the fact the user uses different devices with respect to digital rights management. For
example, if digital content should only be accessible from one device at the same time,
the SP wants to have mechanism to identify different devices.

. The SP might be interested to identify, whether the authentication is performed on
another device than the device on which the service is used. Such information is useful
with respect to digital rights management to avoid the service usage on different devices.

Affected Parties: In the first instance, the user of the virtual device is affected by this attack. The
user’s privacy is violated, if an attacker obtains knowledge on the devices the user possesses. In
the second instance, the employer of the user is affected, if an attacker is able to categorize a
device as a business device in order to prepare and launch future attacks on the device.

Attack Analysis: Figure 6.7 shows the attack tree to obtain information on the virtual device
composition. Two different attack approaches are distinguished. Either an attack actively ob-
tains the virtual device membership list or passively observes the virtual device. One way to
observe the virtual device is to observe the network communication, which is detailed in Fig-
ure 6.8.

Figure 6.8 exemplifies different constellations for the communication flows in case of a virtual
device consisting of two devices. In Figure 6.8(a) and Figure 6.8(b) the devices communicate
by a public network which consists of one or two access networks. If an attacker wants to ob-
serve the communication between the devices, he must get access to the traffic within the access
networks. In contrast, in Figure 6.8(c) the devices communicate directly, e.g. by using private
network or a personal area network (PAN) technology like Bluetooth. Therefore, an attacker
must be close to the communication devices. If the SecStore (→ Figure 6.8(d)) is used by all
devices, a central point for the observation of the virtual device exists. The knowledge that can
be obtained there is restricted to the network addresses of the devices. If these network ad-
dresses are not unique, no information for information derivation is provided [Hau08]. Finally,
Figure 6.8(e) considers the case where one device enables network access to the other device.
Therefore, both devices appear from the network perspective as one device.

Attack Evaluation: Figure 6.7 shows that six different attack paths exist to obtain information
on the virtual device composition. Attack path 1 and 2 rely on compromisation of one of the
devices that are part of the virtual device. If this can be achieved a list of member devices and
depending on the compromised device (e.g. a master device) more information is accessible.
Attack path 3 is based on the breaking of the secure channel which is considered as not relevant.
The security of the SecStore, if not realized as part of the virtual device, is not considered. Since
device discovery is assumed to be safe, attack path 4 is not considered. Figure 6.8 showed that
there is a high effort to obtain information on the virtual device composition based on network
observation and thus attack path 5 is considered as very unlikely. Finally, attack path 6 describes
the possibility that the IdP and SP obtain information on the virtual device. As stated above,
information collection by the IdP and by the SP is not considered as relevant.

6.2.2.5 Attack 3: Obtain Information on User’s Identities

Attack Description: An attacker obtains information about the user’s identities.
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Figure 6.7: Attack Tree for Attack 2: Obtain Information on Virtual Device Composition

Attack Motivation and Potential Attackers: Identity information comprises all aspects that are
relevant to the definition of the identity, i.e. the attributes (→ Figure 4.18) and its usage (i.e.
the history of the services used). The IdP knows the attributes associated to an identity as well
as the usage of the identity, because whenever a service is used, an appropriate SP Assertion
is required. Therefore, it has to be assumed that the user trusts his IdPs and thus IdPs are not
considered as attackers. Since not all SPs are trustworthy, a SP represents a potential attacker.
Mechanisms to restrict the information that an SP might obtain have been examined in [Hau08,
BNP+08, BDP07] and are not considered here. In the following, the focus is put on external
attackers that target on breaching the user’s privacy.

Affected Parties: Due to the usage of the virtual device, information on the user’s identities is
collected and stored. If this information is leaked, the user’s privacy is breached. Therefore, the
user is the only affected party.

Attack Analysis: Figure 6.9 shows the attack tree and identifies potential attack paths to obtain
information about the user’s identities. Attacks based on social engineering or attacks on the
infrastructure of the IdP are not considered in more detail. The focus of the analysis is put on
attack paths resulting from the virtual device concept. Hereby it must be noted that Figure 6.9
does not distinguish the different roles of the devices. Master devices have a complete view on
the user’s identities, whereas ordinary devices have only a restricted view.

Attack Evaluation: All attack paths indicated in Figure 6.9 are based on attacking devices that
are part of the virtual device. Attack path 1 targets the secure storage. Since master devices
are assumed to be more secure than other devices, it is considered as difficult to break the
corresponding secure storage. The same holds for attack path 2 that breaks the secure storage.
Attack path 3 and 4 rely on the compromisation of a user device.
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(a) Independent Access Networks (b) Same Access Network

(c) Direct Communication (d) SecStore

(e) Indirect Access

Figure 6.8: Communication Flows within Virtual Device
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Figure 6.9: Attack Tree for Attack 3: Obtain Information on User’s Identities

6.2.2.6 Attack 4: Observation of IdP and SP Sessions

Attack Description: An attacker obtains information about the active IdP and SP sessions of a
user.

Attack Motivation and Potential Attackers: Only an external attacker has a motivation to obtain
information about the user’s sessions. IdPs and SPs inherently know about the sessions that
exist with the user. An attacker might obtain this information to breach the user’s privacy and
learn about the user’s behavior. This information is also useful to launch other attacks.

Affected Parties: The same as for attack 3 holds, the user is the only affected party of such an
attack.

Attack Analysis: Figure 6.10 illustrates the attack tree to observe the active IdP and SP sessions.
An attacker could observe the communication with the SP and the IdP. This possibility exists
without the introduction of the Virtual Device and is not considered in more detail. The attack
paths that exist due to the virtual device and due to the multi-device IdM concept are analyzed
in the following.

Attack Evaluation: Three different attack paths can be distinguished. With attack path 1, the
attacker observes the exchanged IIEP messages, i.e. it is required to break the secure channel.
This is not considered as possible. In case of attack path 2, an attacker actively requests infor-
mation about the existing IdP and SP sessions from one of the devices. This means that the
attacker has to become part of the virtual device, which requires a lot of effort. If the attacker
would get access to one of the devices, it would be possible to use the interfaces of the ITE or
the IM to obtain information about the existing sessions (attack path 3). This can be prevented
with adequate software security mechanisms. Since the ITE and the IM might store information
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Figure 6.10: Attack Tree for Attack 4: Obtain Information on User’s active IdP and SP sessions



6.2 Security Evaluation 193

about existing sessions with the SSE, it becomes subject to attack path 4. Getting access to the
SSE is difficult.

6.2.2.7 Attack 5: Disturb Virtual Device Operation

Attack Description: An attacker disturbs the operation of the virtual device and makes the ben-
efits provided by the virtual device and the multi-device IdM concept unavailable.

Attack Motivation and Potential Attackers: The user itself, the SP and the IdP have no interests
in making the virtual device unavailable. Only an external attacker might have an interest in
making the virtual device inoperable. There is no direct motivation for the external attacker,
except the disturbance of the user.

Affected Parties: If an attacker disturbs the operation of the virtual device, the user is directly
affected. The SP and the IdP are indirectly affected. The user cannot use the provided services
and, thus, there is a loss of revenue for SPs.

Attack Analysis: Figure 6.11 identifies six different approaches to disturb the operation of the
virtual device. Attacks on the communication infrastructure that make a device unreachable
are not considered in detail, because each device is subject to such attacks anyway. Device
discovery – as previously stated – is assumed to be secure. Attacks on the SecStore are not
considered. The other attacks are based on the establishment of secure channels, the removal of
devices and activities that require user actions.
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Attack Evaluation: Attack path 1 represents a denial of service attack on one device by the
request for secure channels. The establishment of secure channels fails, because the requesting
device does not have appropriate certificates. Additional mechanisms on lower level (e.g. IP
packet filters.) can prevent recurring requests for secure channels and thus prevent DoS attacks.
Therefore, attack path 1 is considered as preventable with existing technology. With attack path
2 and 3, an attacker removes a device from the virtual device. In case of attack path 2, any
device is taken over by the attacker and all data that is required to connect to the other devices
of the virtual device is removed (e.g. the device certificates). Thus, the device is not part of the
virtual device anymore. In case of attack path 3, a master device is captured. Since the master
device is able to remove devices from the virtual device, an attacker could remove any device
from the virtual device composition. Removing a device, which an attacker took over, from
the virtual device represents a relevant attack to disturb the user. Attack path 4 and 5 occupy
and bother the user with actions that require his attention. Either the attacker takes over one
of the devices or becomes part of the virtual device to trigger actions like identity activation or
the assertion retrieval. In case of attack path 3, 4, and 5 additional assistants could be provided
that detect the malicious behavior and inform the user about potential measures like isolating a
captured device from the virtual device composition.

6.2.2.8 Attack 6: Enforced Termination of IdP Session

Attack Description: An attacker terminates an existing IdP session and requires the user to re-
authenticate, if the concerned identity should be used again.

Attack Motivation and Potential Attackers: The SP has no interest to terminate an existing IdP
session. If a new IdP session for a given identity with different authentication methods is re-
quired, it could be signaled by means of an authentication context. Termination by the IdP is
not considered as an attack but as a security feature. The IdP is always in the position to inval-
idate an existing IdP session in case of incidents. The user has also no motivation to terminate
the IdP session without direct intention. Thus, only an external attacker has a motivation to
terminate existing IdP sessions. First, terminating existing IdP sessions bothers the user, since
he is required to reestablish the IdP session, i.e. to re-authenticate. Second, the external attacker
could exploit this situation by launching other attacks, e.g. the interception of authentication
credentials that are used in such a situation. Third, the coordinated termination of IdP sessions
might result in a DoS attack on the IdP.

Affected Parties: The user and the IdP are affected by the termination of IdP sessions. On
the first hand, the reestablishment of the IdP session represents an attack on the usability of
the system from the perspective of the user. On the other hand, an external attacker could
influence the availability of the IdP, if a coordinated attack on several users is possible. The
re-authentication of each user would result in a potential DoS attack on the system of the IdP.

Attack Analysis: Figure 6.12 shows the attack tree for the termination of an IdP session. Basi-
cally it is possible for an IdP to terminate an IdP session. This is not considered in the following.

Attack Evaluation: Attack path 1 is based on the compromisation of one of the user devices and
usage of existing interface to shutdown IdP sessions. If adequate software security mechanisms
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Figure 6.12: Attack Tree for Attack 6: Enforced Termination of IdP Session

are in place, this attack is not feasible. Attack path 2 and 3 rely on the usage of the IAP protocol
that is used between the devices. This is only possible if the attacker becomes part of the virtual
device or if he is able to break a secure channel. Both are considered to be difficult.

6.2.2.9 Common Subpaths of Attack Trees

Figure 6.13, Figure 6.14, and Figure 6.15 show common subpaths of the attack trees introduced
in the previous subsections. Figure 6.13 illustrates the required steps to break a secure channel.
Breaking the encryption of a secure channel is assumed to be not possible. However, if the
attacker could obtain the private key that is used to establish the secure channel, it is possible to
launch MitM attacks. Two ways exist to obtain the private key, either the security of the SSE is
broken or the attacker uses social engineering methods to obtain the keys directly from the user.
In particular social engineering represents a weakness that could not be prevented.

Two ways exist to get access to the SSE as illustrated in Figure 6.14. Either the attacker uses the
existing interfaces for the access or he gets access to the storage medium that is used by the SSE.
Usage of existing interfaces can be prevented by using software frameworks that have inherent
security mechanisms like OSGI [OSG11]. Direct access to the storage medium can be either
prevented by applying encryption or dedicated hardware. Basically two ways exist that can be
exploited by an attacker to make a device part of the virtual device. Either social engineering
is used to trick the user, which is considered as difficult due to the various steps that have to
be performed, or by circumventing the existing security mechanisms. If an attacker takes over
one master device, he can add any device to the virtual device. This is considered as easier than
manipulating the virtual device membership list and signing the list with the public key of one
of the master devices, which actually means to overtake a master device.
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6.2.2.10 Summary

The analysis of the six different attacks and the common subpaths showed that adequate secu-
rity mechanisms are in place. The overall security depends on the strength and robustness of
the implemented software security mechanisms. The unauthorized usage of the interfaces rep-
resents an issue that has not been adequately covered. However, existing solutions like OSGI
[OSG11] or the security frameworks provided by recent mobile operating systems like Android
[EOM09, BVO11] or IOS [BVO11] represent valid solutions that could be used.

6.2.3 Misuse Cases

[SO05] defines a misuse case as “a sequence of actions, including variants, that a system or other
entity can perform interacting with misusers of the entity causing harm to some stakeholder if
the sequence is allowed to complete”. Typically misuse cases are applied for the elicitation
of security requirements [SO05, Ale03, SO01]. Here, misuse cases consider use cases of the
system that are not in scope of the design. This thesis assesses the potential impact of the misuse
cases.

Two obvious misuse cases are elaborated in the following. Both misuse cases cannot be pre-
vented by the designed technical mechanisms. However, extensions are outlined to cope with
the misuse cases.

6.2.3.1 Integrating Foreign Devices

A user is in the position to add foreign devices, i.e. devices that are not under his control, to
the virtual device. From the user’s perspective this is reasonable, because the authentication
does not have to take place on the foreign device and thus the authentication credentials are not
revealed to a foreign party. The foreign device is only in the position to request the required
assertions to consume a service.

With the integration of the foreign device into the virtual device, the foreign device obtains
information about all devices that are part of the virtual device. The exchange of identity in-
formation and detailed information on device characteristics can be prevented with appropriate
policies. In a similar way the consequences of the IAP and the ARP can be limited. Thus, poten-
tial threats can be limited, if the foreign device is removed from the virtual device composition
immediately after retrieval of the SP Assertions. This means the exposure time texp in Fig-
ure 6.16 should be as short as possible. If the user does not remove the foreign device from the
virtual device composition, any other party using the foreign device is in the position to request
SP Assertions for one of the user’s identities. If the user has disabled the manual confirmation
(considered as optional in Figure 5.13), there is not even a way to notice the misuse.

Since the user uses the foreign device for the service consumption, the foreign device is able to
exploit the service (→ Section 6.2.2.3) and get access to corresponding content (e.g. user at-
tributes, ...). Therefore, the trustworthiness of the foreign device determines the potential harm.
The security level determination (→ Section 5.4.2.4) does not reason on the trustworthiness of a
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Figure 6.16: Misuse Case: Exposure Time

device. Thus, additional mechanisms (e.g. [YW09, GCB+08, OBDS04]) are required to reason
about the trustworthiness or to protect the content.

If the trustworthiness of a foreign device can be assumed, the proposed architecture could be
extended to add foreign devices for restricted actions. For example a foreign device can be
added to request exactly one SP Assertion for a specific service. In addition, the view that
the foreign device obtains on the virtual device could also be limited to exactly the device that
fulfills the request.

6.2.3.2 Sharing of Virtual Device

The virtual device design is based on the assumption that one user has one or several virtual
devices. It does not consider that several users share one virtual device. Sharing a virtual device
means that several users integrate their devices into the same virtual device. The motivation to
share a virtual device is coupled to the sharing of identities and thus to the sharing of services.
In particular for expensive service (e.g. video on demand) several users are in the position
to collaborate to use the same service with only one payment. Such a behavior is not in the
interest of SPs. In most cases it is excluded by service agreements and prevented by additional
mechanisms.

From the perspective of the users, all users are in the position to identify and discover all devices.
With the knowledge on the availability of the other devices, it is possible to conclude on the
behavior of the corresponding users. Information about the device characteristics and on the
user’s identities can be restricted by means of policies (→ Section 6.2.3.1). The effort for the
configuration of the corresponding policies is high, resulting in a decreased usability. Therefore,
sharing of a virtual device among several users is only useful if a strong trust relationship exists
between the users. For example, within the same family trust relationships exist and sharing a
virtual device without the effort to configure fine granular policies is reasonable. Moreover, it
is possible to configure policies to restrict children regarding the usage of their identities and
the corresponding policies. Such extensions to the functional architecture are feasible, but not
detailed.

6.2.3.3 Summary

Even if the discussed misuse cases have not been considered in the design of the architecture,
both can be supported with additional mechanisms. For the sharing of the virtual device a new
use case has been identified.
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Table 6.6: Summary of Security Evaluation

Part Ref. Title Summary
1 6.1.2.5 Security Requirements All security requirements have been suffi-

ciently covered.
2 6.2.1 Internal Evaluation Some assets are exposed to threats. No

threat contradicts the architecture. Addi-
tional mechanisms are outlined.

3 6.2.2 External Evaluation Attacks are countered by designed security
mechanisms. Additional software security
mechanisms are required.

4 6.2.3 Misuse Cases Can be countered with additional security
mechanisms. New use case identified.

6.2.4 Summary

Table 6.6 summarizes the results of the security evaluation. The functional architecture con-
siders security inherently. The concrete mechanisms, algorithms and protocols in Chapter 5
address the core problems to provide multi-device IdM. None of the four parts of the secu-
rity evaluation has revealed major security issues. The virtual device concept that enabled the
collaboration of the user’s devices and the multi-device IdM concept have increased the attack
surface, i.e. the number of attack points. The security evaluation has shown that the increased
attack surface does not result in additional vulnerabilities.

6.3 Performance Evaluation

This section evaluates the performance implications of the virtual device and the multi-device
IdM concept. The goal is to create a basic analytical model that shows the relations between
the user, the IdP and the SP in order to provide a better understanding of the implications of the
architecture. Based on this model it is possible to quantify the benefits of the designed archi-
tecture. The architecture provides advantages from the performance viewpoint, if the following
holds:

- Less Authentication Procedures: If the user has to authenticate less often, the usability of
the architecture is increased in relation to conventional concepts.

- Decreased Number of IdP Sessions: If the IdP has to maintain a decreased number of IdP
sessions for one user, it is advantageous from the perspective of the system load.

With the introduction of the virtual device concept and the multi-device IdM concept it is ex-
pected that the number of authentication procedures and that the number of IdP sessions is
decreased. It is not subject of this section to provide numbers for capacity planning. That
means the required server resources to manage IdP sessions or the required signaling capacity
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for the establishment of IdP or SP sessions is out of scope. Moreover, it is not in scope to
provide an accurate model for the user behavior regarding the service consumption.

This section is structured as follows. Section 6.3.1 introduces the applied methodology, which
outlines three different cases for the evaluation and highlights the corresponding evaluation
goals. The system model in Section 6.3.2 describes the assumptions for the subsequent analyt-
ical model. Section 6.3.3 introduces the metrics that are considered by the analytical model in
Section 6.3.4. The evaluation results in Section 6.3.5 use the defined metrics to provide results
on the consequences of the different cases. Finally Section 6.3.6 summarizes the key findings
of this section.

6.3.1 Evaluation Methodology

The evaluation consists of the examination and the subsequent comparison of three different
cases. Figure 6.17 illustrates the evaluation methodology and the corresponding cases. In Case
1, no SSO IdM system exists. That means the user has to authenticate against each SP indi-
vidually. Case 2 introduces a centralized IdM system, which enables SSO. It has two subcases:
Case 2.1 and Case 2.2. In Case 2.1 the user has only one identity and uses this identity with
one device. Case 2.2 models the consequences of NId identities per user for which individual
authentication is required. Case 2.1 and Case 2.2 are considered together, because Case 2.1 rep-
resents a special case of Case 2.2. Case 2.2 collapses to Case 2.1 for NId = 1. In the following
it is not distinguished between Case 2.1 and Case 2.2. Case 3 extends Case 2 with respect to
the number of devices. Instead of one device, the user has in Case 3 NDev devices.

The comparison of Case 1 and Case 2 allows the quantification of the impact of the SSO mech-
anism. Figure 6.17 highlights this as evaluation goal “Consequences of SSO”. The modification
ofNId provides details of the consequences of several identities. With the comparison of Case 2
and Case 3, it is possible to quantify the impact of the virtual device. Case 2 represents hereby
the virtual device, which is considered as one device from the perspective of the IdP. Case 3
reflects the operation of NDev devices that are independent from each other.

6.3.2 System Model

The system model consists of three parties: User, IdP, and SP. The user consumes services with
one of his identities, i.e. he has to select an appropriate identity. The required assumptions for
a simple analytical model are the following:

- Single federation: It is assumed that there is only one federation. That means all SPs
federate with one IdP, which is responsible for the management of user’s identities. Thus
the identity selection is simplified.

- One user: It is assumed that there is only one user. This is sufficient for the evaluation
of the number of authentication procedures and the number of IdP sessions. The conse-
quences of several users can be evaluated by multiplying the results obtained for one user
with the total number of users.
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Figure 6.17: Performance Evaluation Strategy

- No identity restrictions: It is assumed that every identity can be used with every SP. Thus
identity selection is simplified.

- No influence of multiple identities: It is assumed that users with several identities do not
change their service consumption behavior in comparison to having only one identity.

- Duration of IdP session: It is assumed that an IdP session lasts until the last SP session
that is based on this session terminates.

- No device restrictions: It is assumed that all devices are equal. That means IdP and SP
sessions can be established on every device.

Assumptions concerning the service consumption model are detailed in Section 6.3.2.1. Sec-
tion 6.3.2.1 creates the basis for the system models targeting on Case 1, 2, and 3 in the corre-
sponding subsections (Section 6.3.2.2 to Section 6.3.2.4).

6.3.2.1 Service Consumption Model

Figure 6.18 illustrates the service consumption model. The user consumes different services,
identified in Figure 6.18 as “Service 1” to “Service x”. If a user consumes a service, a SP
session is established. It is possible to have more than one SP session at the same time. The
duration of a SP session is called the holding time hi. The time between two SP session starts
is called the interarrival time di.

In the following it is assumed that the holding time and the interarrival time are negative-
exponentially distributed. This assumption is based on the characteristics of HTTP sessions.
According to [RLGPC+99, CGS01], HTTP sessions are negative-exponentially distributed.
This confirms the well-known assumption regarding the call distribution and holding time in
telecommunication networks [FM94, Gue87].
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Figure 6.18: Service Consumption

6.3.2.2 Case 1: No IdM System

Figure 6.19 shows the system model for the case of independent SPs, i.e. no IdM system is
in place. The Service Request Generator creates service requests with negative-exponentially
distributed interarrival and holding times, which are indicated by d = 1/λ and h = 1/µ.

Figure 6.19: Service Consumption Model without IdM System

6.3.2.3 Case 2: User with Several Identities

Case 2 extends Case 1 with respect to the introduction of an IdM system and the support for
NId different identities. In that way, Figure 6.20 extends Figure 6.19 by an Identity Selector
component. The Identity Selector distributes the service requests across NId identities in a
random way. Based on the random selection strategy and according to [Küh79], Eq. (6.1)
defines the interarrival time of service requests for each identity. The value AId,i =

λId,i
µ

defines
the average number of SP sessions per identity.

λId,i =
λ

NId

(6.1)

6.3.2.4 Case 3: User with Several Identities and Several Devices

Case 3 extends Case 2 by the aspect of multiple devices as shown in Figure 6.21. A user has
NDev devices to consume services. The selection of the device for a SP session is modeled
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Figure 6.20: Service Consumption Model for one user device

by the Device Selector. The Device Selector randomly selects a device for each SP session
and thus for the corresponding IdP sessions, i.e. the devices are independent of each other. In
consequence SP sessions are distributed across identities and devices. Eq. (6.2) describes the
arrival rate for SP sessions on device j for identity i. The corresponding average number of SP
sessions per device and identities is defined by AId,i,Dev,j = λId,i,Dev,j/µ.

λId,i,Dev,j =
λ

NDevNId

(6.2)

Figure 6.21: Service Consumption Model for Several Independent Devices

.
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6.3.3 Metrics

In this thesis five key metrics for the quantification of the performance benefit of the multi-
device IdM concept are applied:

- Identity activation rate AR: The mean identity activation rate AR quantifies how often
identities are activated per time unit. It is used to determine the number of authentication
procedures that have to be performed by the user. In accordance to AR, one can define an
identity deactivation rate. Based on the assumption of a stationary system, which means
that the results are independent of the particular instant of observation, the mean identity
deactivation rate has to be the same as AR.

- Authentication loadAAuth: AAuth is a normalized value ofAR. It makesAR independent
of the SP session holding time h and independent of the SP session interarrival time λ.
AAuth can be interpreted as the mean number of authentication requests per mean service
duration 1/µ.

- Mean number of active IdP sessions E [Nact]: The mean number of active IdP sessions
E [Nact] gives the average number of identities that are simultaneously active. E [Nact]
can be used to quantify the additional state that has to be managed by the IdP.

- Overhead without SSO RC2,NId
: If no SSO mechanism is in place, the number of authen-

tication procedures that have to be performed by the user is higher. RC2,NId
captures the

effort, i.e. overhead, of the user, if no SSO is in place. C2 is a reference to Case 2, which
introduces SSO and multiple identities. Hereby, NId indicates the number of identities.
Later, Eq. (6.18) defines RC2,NId

.

- Overhead without Virtual Device RC3,NDev ,NId
: If no virtual device concept is in place,

SSO is performed on each device individually. This results in additional effort, i.e. over-
head, for the user. RC3,NDev ,NId

allows to capture this effort in dependency of NId iden-
tities and in dependency of NDev devices, which are not associated to a virtual device.
Later, Eq. (6.27) defines RC3,NDev ,NId

.

6.3.4 Analytical Model

The analytical model implements the system model (→ Section 6.3.2) by means of Markov
chains [Küh02]. A Markov chain is a stochastic process with discrete states that fulfills the
Markov property. The Markov property defines that the future state only depends on the current
state. The analytical model based on Markov chains allows the evaluation of the system model
with the proposed metrics (→ Section 6.3.3). For Case 1, it is not required to detail the analytical
model (→ Section 6.3.4.1). Section 6.3.4.2 introduces the analytical model for Case 2 and
Section 6.3.4.3 extends the analytical model with respect to multiple devices. The analytical
model extends existing work of the author [Bar09].
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6.3.4.1 Case 1: No central IdM

If no central IdM is in place, no SSO will be available. That means the user has to authenticate
for each SP session individually. Thus, AR is equal to λ (→ Eq. (6.3)) and AC1,Auth is equal to
A (→ Eq. (6.4)). The average number of IdP sessions is equivalent to the average number of SP
sessions, i.e. Eq. (6.5)7.

AR = λ (6.3)

AC1,Auth = A =
λ

µ
(6.4)

E [Nact] = A (6.5)

6.3.4.2 Case 2: User with Several Identities

N-dimensional Markov chains model the user with several identities. Each dimension models
one identity of the user, i.e. N = NId for a user with NId identities. Figure 6.22 shows for
example the case for NId = 2.

Each state X(t) = (x1, . . . , xi, . . . , xNId
) describes the number of active SP sessions xi per

identity i at time t. The system state transits during an infinitesimal small time interval dt into a
stateX(t+dt) = (x1, . . . , xi+1, . . . , xNId

) with a rate λId,i = λ/NId, if the user initiates a new
SP session with identity i. A transition into state X(t+ dt) = (x1, . . . , xi − 1, . . . , xNId

) takes
place with rate xi ·µ, if one of the xi SP sessions using identity i terminates. The combination of
the Markov chain model and the Jackson theorem leads to p(x1, . . . , xi, . . . , xNId

) in Eq. (6.6)8,
which quantifies the probability to be in state X(t) = (x1, . . . , xi, . . . , xNId

).

p(x1, x2, . . . , xNId
) = p(0, . . . , 0)

( A
NId

)x1+x2+...+xNId

x1! · x2! · . . . · xNId
!

(6.6)

p(0, . . . , 0) =
1

eA
(6.7)

An identity is only activated if it is not used in a prior SP session. That means only transitions
from X(t) = (x1, . . . , 0, . . . , xNId

) to X(t + dt) = (x1, . . . , 1, . . . , xNId
) are of interest for the

i-th identity, i = 1, 2, . . . , NId. In consequence, each state is assigned to one of 2NId different
macro states. A macro state is defined as set of statesX(t) = (x1, . . . , xNId

) for which the same
set of identities is active. An identity is active, if xi > 0, i = 1, . . . , NId.

xi =

{
0 that means identity i is not active
> 0 that means identity i is active (6.8)

Hence, the complementary set of identities is inactive. It does not matter, if the actual number
of SP sessions, which is indicated by xi, is greater or equal to 1.

7There are no session request losses due to the idealized assumptions of this model
8Section A.5.1 provides details on the derivation.



6.3 Performance Evaluation 207

Figure 6.22: Markov State Transition Diagram for two Identities

Figure 6.23 illustrates the macro states for the case ofNId = 3. The ∗ symbol indicates an active
identity, i.e. xi > 0. The transitions between the macro states, which are indicated by edges,
represent identity activation or deactivation events. Activation events in combination with the
probability to be in one of the macro states represent the basis for the calculation of AR.

Due to the symmetry of the macro states, only the number of active identities Nact matters for
the calculation of the probability to reside in a macro state. It does not matter which identities
are active. The probability p1,id determines the probability to be in a macro state in which one
identity is active. Eq. (6.9) determines the corresponding probability.

p1,Id,C2 = p(∗, 0, . . . , 0) = p(0, . . . , ∗, . . . , 0)

=
1

eA

∞∑
i=1

A
NId

i

i!

=
1

eA

(
e

A
NId − 1

)
(6.9)

An identity is activated if a transition from a state in which Nact = a, a ∈ N to Nact = a + 1
takes place. Therefore, all states in which Nact = a have to be considered. In case of a = 1, the
probability to be in any state in which Nact = 1 is PC2(Nact = 1) and defined by Eq. (6.10).
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Figure 6.23: Macro States for three Identities and one Virtual Device

PC2 (Nact = 1) =

(
NId

1

)
p1,Id,C2 (6.10)

Eq. (6.9) and Eq. (6.10) are generalized by Eq. (6.11) and Eq. (6.12), respectively. Eq. (6.11)
defines the probability to be in a state in which the same set of k identities is active. Eq. (6.12)
sums up all states in which any set of k identities is active.

pk,Id,C2 = p(∗, . . . , ∗︸ ︷︷ ︸
k

, 0, . . . , 0) =
1

eA
· (e

A
NId − 1)k (6.11)

PC2(Nact = k) =

(
NId

k

)
pk,Id

=

(
NId

k

)
1

eA
(e

A
NId − 1)k (6.12)

Eq. (6.12) is the basis for the calculation ofAR, which takes all transitions between the different
macro states into account. The transition rate νk from a state with k active identities to a state
with k + 1 active identities is given by Eq. (6.13).

νk =
NId − k
NId

λ (6.13)

Eq. (6.13) expresses that the more identities are active the less probable is the activation of
an inactive identity. Eq. (6.14) calculates ARC2 for Case 2 by summing up the product of all
aggregated probabilities P (Nact = k) with the corresponding transition rate νk.
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ARC2 =

NId−1∑
i=0

νi · PC2(Nact = i)

=

NId−1∑
i=0

NId − i
NId

λ · PC2(Nact = i)

=
A · µ

e
A

NId

(6.14)

ARC2 depends on the load A and the mean service termination rate µ. The normalization of
Eq. (6.14) with 1/µ results in the authentication load AAuth,C2. Eq. (6.15) defines AAuth,C2.

AAuth,C2 =
AR

µ
=

A

e
A

NId

(6.15)

From Eq. (6.15) the maximum authentication load AAuth,C2,max can be derived. AAuth,C2,max

represents the worst case mean authentication load in depencency of A. Eq. (6.16) defines
AAuth,C2,max.

AAuth,C2,max = NId · e−1 (6.16)

Eq. (6.17) gives the mean number of active identities EC2[Nact, C2], i.e. the mean number of
active IdP sessions9.

EC2[Nact] =

NId∑
k=0

k · PC2(Nact = k)

= NId

(
1− e−

A
NId

)
(6.17)

Eq. (6.18) defines the overhead RC2,NDevNId
caused by manual authentication of a system with-

out SSO and a system with SSO.

RC2,NId
=

A

AAuth,C2

− 1 (6.18)

= e
A

NId − 1 (6.19)

9Details on the calculation are contained in Section A.5.2
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Figure 6.24: Markov State Transition Diagram for two Identities and two Devices

Figure 6.25: Macro States for three Identities and two Independent Devices

6.3.4.3 Case 3: User with Several Identities and Several Devices

This section extends the model introduced in Section 6.3.4.2 with respect to multiple devices.
Consideration of multiple devices enlarges the state space. Figure 6.24 shows the extended state
space. Each device has to be considered separately. Therefore, the state space is enlarged by a
factor NDev.

As Figure 6.21 indicates, the factor NDev has to be considered with respect to the interarrival
rate λ. Figure 6.24 shows the case for two devices and two identities. Each device has its
individual Markov chain. Within each Markov chain the transition rates reflect the number of
devices. NDev = 2 results in a reduced transition rate between the different states. Figure 6.25
gives the macro states for the case of two devices and three identities.
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Eq. (6.20) gives the probability that k identities are active on a single device. If the interarrival
rate λ in PC2 is replaced by λ′, PC3 for an individual device is obtained. Hereby λ′ is equal to
λ

NDev
, resulting in Eq. (6.20).

PC3(Nact = k) =

(
NId

k

)
pk,Id

=

(
NId

k

)
1

e
A

NDev

(
e

A
NDevNId − 1

)k
(6.20)

This results in ARD,C3 in Eq. (6.21) for an individual device.

ARD,C3 =
1

NDev

A · µ

e
A

NDevNId

(6.21)

Eq. (6.22) and Eq. (6.23) give the overall activation rate ARC3 and the authentication load
AAuth,C3 for Case 3, which considers NDev devices. Eq. (6.24) gives the maximum authentica-
tion load.

ARC3 =
Aµ

e
A

NDevNId

(6.22)

AAuth,C3 =
A

e
A

NDevNId

(6.23)

AAuth,max,C3 = NDevNIde
−1 (6.24)

For NDev = 1, Eq. (6.22) is equal to Eq. (6.14). This confirms the plausibility of Eq. (6.22).

Eq. (6.25) gives the mean number of active IdP session across all devices.

EC3[Nact] = NDev

NId∑
k=0

k · PC3(Nact = k)

= NDevNId

(
1− e−

A
NDevNId

)
(6.25)

Eq. (6.26) determines the ratio RC3,NDev,1,NId,1,NDev,2,NId,2
of two different settings, i.e. setting

1 and setting 2, for the authentication load AAuth,C3. The settings differ with respect to the
number of identities and devices, i.e. the user has NDev,x devices and NId,x identities for setting
x, x ∈ {1, 2}. If the virtual device is in place, Eq. (6.27) simplifies Eq. (6.26) with NDev,2 = 1
and NId,2 = NId,1 = NId and allows the evaluation of the virtual device concept.

RC3,NDev,1,NId,1,NDev,2,NId,2
=

AAuth,C3(NDev,2, NId,2)

AAuth,C3(NDev,1, NId,1)
− 1

= e
A

(
1

NDev,1NId,1
− 1

NDev,2NId,2

)
− 1 (6.26)

RC3,NDev ,NId
= e

A
(

1
NDevNId

− 1
NId

)
− 1 (6.27)
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Figure 6.26: Authentication Load AAuth in Dependency of SSO and Number of Identities

6.3.5 Evaluation Results

This section examines the evaluation goals outlined in Figure 6.17. Section 6.3.5.1 evaluates
the benefits of SSO, Section 6.3.5.2 regards the impact of several identities and Section 6.3.5.3
examines the consequences of several devices.

6.3.5.1 Consequences of SSO

Figure 6.26 shows AAuth in dependence of the number of identities and dependent on the exis-
tence of a SSO mechanism. If no SSO is in place, AAuth increases linearly with the number of
SP sessions, which is indicated by A. For low values of A, i.e. a low number of SP sessions,
SSO does not provide benefits. It is obvious that the higher A is, the higher are the benefits
of SSO mechanisms. For SSO in low load situations, there is a high probability that a new SP
session triggers the activation of the identity. That means no other SP session exists that has
triggered the establishment of the IdP session. The higher the load situation, the higher is the
probability that a SP session already exists resulting in no need to activate the identity.

Figure 6.27, which shows the overhead according to Eq. (6.18), confirms these results. With an
increasing A, the overhead without SSO increases significantly. In addition, Figure 6.28 shows
that if SSO is applied, the number of active identities converges to the number of available
identities. For example, if the user has only one identity, E [Nact] converges to one.

6.3.5.2 Consequences of Several Identities

In addition to the benefits of SSO, Figure 6.26 shows the impact of splitting SP sessions across
several identities. The more identities the user has, the higher AAuth,C2. That means the ad-
vantages of having multiple identities result in a higher authentication effort for the user. Fig-
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Figure 6.29: Authentication Load AAuth,C3

ure 6.27 illustrates that the overhead RC2,NId
decreases with increasing number of identities.

In consequence the decision to have multiple identities must be balanced against the increased
authentication effort. From the perspective of the IdP, the number of existing IdP sessions in-
creases (→ Figure 6.28). That means the decision to offer several independent identities to
users must be considered with respect to capacity planning. The issue of capacity planning is
not detailed here.

6.3.5.3 Consequences of Several Devices

Section 6.3.5.2 already assumed the existence of a virtual device. In the following the benefits
of the virtual device are evaluated. This is achieved by comparison of SSO within the virtual
device against SSO of independent devices. Figure 6.29(a) and Figure 6.29(b) show AAuth,C3

for a user with one identity and for a user with five identities, respectively. The curve “1 Device”
represents the case of the virtual device, i.e. all IdP sessions are established on the same device.
An increasing number of devices results in the establishment of IdP sessions for the given
identity on all devices. In consequence, AAuth,C3 increases (→ Figure 6.29). The limit of
E [NAct] converges to NDev · NId as Eq. (6.25) defines. Figure 6.30 shows the overhead of
operating the devices independently of each other. The curve for “1 Device” is the baseline and
does not result in overhead. The more devices a user has, the larger the overhead to use these
devices.

6.3.6 Summary

This section evaluated the consequences of having several identities and several devices. It
introduced a simple analytical model, which is based on Markov chains. The analytical model
allows the quantification of the benefits provided by the virtual devices. The analytical model
confirmed the advantages with respect to SSO across multiple devices. Even if the analytical
model is simple, it allowed showing the relationships between the different degrees of freedom,
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Figure 6.30: Overhead RC3,NDev ,NId

like the number of devices or the number of identities. It can be stated that the introduction
of the virtual device provides significant advantages with respect to the number of required
authentication procedures. Thus it increases the usability.

6.4 Summary

The evaluation of the designed architecture and the corresponding mechanism consisted of three
parts. (1) The functional evaluation showed that the architecture is able to fulfill the projected
scenarios from Section 4.1 and that it covers all established functional and non-functional re-
quirements. The prototype successfully confirmed the feasibility of the architecture and the
interworking with existing IdM systems. (2) The security evaluation identified threats and ana-
lyzed the corresponding attack trees. The seven examined attacks are countered with appropri-
ate security mechanisms. (3) The performance evaluation complemented the overall evaluation
with an analytical model. The analytical model allows the quantification of authentication pro-
cedures that have to be completed by the user. Moreover, it showed the basic relationships
between the IdP, the user, the user’s devices and the user’s identities. All three evaluation parts
have been successfully passed. No shortcomings have been revealed.
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7 Conclusions and Outlook

This thesis presented the design of an architecture for multi-device identity management. Multi-
device identity management is motivated by the need to increase usability and security for users
consuming services with several devices. The designed architecture extends existing identity
management systems with mechanisms that enable collaboration between the user’s devices.

Key concepts enable a modular design to counter the complexity. Hereby, a key concept has
been a set of self-contained functionality to address a couple of coherent aspects. The intro-
duced key concepts depended on each other to realize the architecture. Moreover, key concepts
served as guidelines for the further refinement of the architecture. Three key concepts have
been introduced: Virtual Device concept, IdP and SP Session Split concept, and the Multi-
Device IdM concept. The Virtual Device concept provided basic functionality to enable the
collaboration of devices. The IdP and SP Session Split concept enabled the distribution of func-
tionality between the different devices. Finally, the Multi-device IdM concept made use of the
other two key concepts in order to extend IdM across multiple devices.

The collaboration of user’s devices requires a high level of security to provide distributed multi-
device IdM. Only if sufficient security mechanisms are in place the overall security with respect
to identity management can be guaranteed. Therefore, this thesis proposed a methodology
for the design of secure systems. An iterative process consisting of different phases has been
applied. First, security threats have been identified during the design phase to counter potential
attacks on assets in an early stage. Second, a security architecture was designed consisting of
access control mechanisms, security associations between the devices and a mechanism for the
determination of the security level of each device. Finally, the security was subject to evaluation
from different perspectives.

Chapter 2 introduced the basic security terminology in order to provide the background for
the subsequent sections and chapters. It gave an overview on existing security mechanisms
and classified existing technologies. The main focus regarding security mechanisms was on
authentication. A detailed introduction of authentication mechanisms and protocols formed
the basis for the understanding of identity management systems. With the introduction and
classification of design methods for secure system design, the basics for the system design have
been laid. Moreover, the introduction of different evaluation methods provided the background
for the security evaluation in Chapter 6.

Chapter 3 provided the fundamentals on identity management. A reference architecture has
been drafted to show the relationships of the different participating players – the user, the iden-
tity provider, and the service provider – and to show the functional blocks of each player. Based
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on the reference model, existing base technologies for identity management and existing iden-
tity management systems have been introduced. Related work on the usage of identity manage-
ment systems with multiple devices has been introduced and categorized. An outlook on the
designed solution in comparison to related work was given.

Chapter 4 developed the architecture to enable identity management across multiple devices.
Based on five usage scenarios, challenges have been defined, which have to be covered by the
architecture. The definition of the usage scenarios and the key concepts guided the requirements
definition process. Functional, non-functional and security requirements have been identified in
a semi-formal way. The security requirements have been identified based on a threat analysis.
The UML model of the architecture defined and detailed four functional blocks. Each functional
block realized coherent functionality to address the key concepts.

Chapter 5 detailed selected functional blocks, which are either required to provide multi-device
identity management or to determine the security of the system. Regarding multi-device iden-
tity management two subsections detailed the identity filtering mechanism and the protocols to
make use of identities across devices. The identity filtering mechanism proposed an algorithm
consisting of two phases. The first phase filters identities in dependency of the device charac-
teristics. The second phase filters identities based on the requirements of the service provider
and the availability of devices. Moreover, a ranking process was proposed to rank identities
according to usability criteria. Three different protocols have been specified for the exchange
of identity information, for the activation of identities on remote devices and for the retrieval of
assertions from remote devices. Regarding the virtual device concept, this thesis only specified
the overall framework and detailed the security architecture. The security architecture consists
of mechanisms to setup secure channels between the devices belonging to a virtual device and
mechanisms to add or remove individual devices from the virtual device.

Chapter 6 evaluated the proposed architecture and the developed mechanisms and protocols
from three different perspectives.

- Functional Evaluation: The functional evaluation in Section 6.1 validated the feasibility
of the usage scenarios with the proposed architecture. Moreover, the functional evaluation
verified the fulfillment of all requirements that have been defined. Finally, the prototypical
implementation served as proof-of-concept and showed the feasibility to implement the
proposed architecture in correspondence with existing identity management systems.

- Security Evaluation: In Section 6.2 the security of the designed architecture was evalu-
ated. Three different evaluation steps showed that the security requirements have been
sufficiently addressed. The first step extended the threat analysis of Chapter 4 with the
details of the defined architecture and the concretized mechanisms and protocols of Chap-
ter 5. The second step took the perspective of an attacker and identified valuable attack
goals. Attack trees identified the necessary actions to achieve the attack goal. The analy-
sis of the attack trees showed that all actions are either countered by appropriate security
mechanisms or are considered as practically infeasible. The third security evaluation step
identified misuse cases. For each misuse case additional security mechanisms have been
outlined.
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- In Section 6.3, the benefits of the multi-device identity management solution have been
evaluated with an analytical performance model. The performance model has been es-
tablished with simplified assumptions regarding the service consumption behavior and
regarding the devices. The obtained equations have been used to quantify the impact of
having several identities per user and the impact of having a virtual device. The results
showed that a virtual device reduces the authentication effort for users and thus reduces
the number of identity provider sessions that have to be managed simultaneously by the
identity provider. This improves usability and therewith security..

Concluding, the designed architecture fulfills all functional and non-functional requirements.
Moreover, the designed security mechanisms counter all identified threats. The virtual device
concept provides significant advantages regarding the usability and security.

The novelty of this thesis is the design of an architecture to enable multi-device IdM combined
with a corresponding design and evaluation methodology. The architecture is based on the ex-
plicit collaboration of a user’s devices and the support for multiple identities. The collaboration
of user’s devices and the Multi-device IdM concept enables SSO from multiple devices. This
approach differs from existing work in the following ways: (1) The taken approach does not
synchronize credentials between the devices. Instead, every device obtains only the view and
the credentials that are required to consume services at a certain point of time. (2) In contrast to
approaches that are based on personal authentication devices, the designed architecture provides
more degrees of freedom. (3) The provided degree of flexibility with respect to the collabora-
tion of devices is higher than with solutions that target to handle inappropriate input capabilities.
The support for multiple identities extends existing work with respect to multiple devices. In
addition to the consideration of the usage context, the proposed architecture takes the device
into account for the decision whether an identity can be used or not. The tailored design and
evaluation methodology combines best-practices from software and security engineering. It has
been applied to design and evaluate the proposed architecture with respect to functionality and
security.

Further work can take different directions. First, the basic identity filtering mechanisms could be
extended to consider privacy in an adequate way. Second, the virtual device concept could not
only be used to provide multi-device identity management. It could also be applied to provide
session transfer mechanisms, which are also security critical and require detailed knowledge
of the participating devices in order to appropriately adapt the service sessions. This would
complement the architecture proposed in [BKM09]. Third, the virtual device concept could
be extended with respect to the heterogeneity of devices. In particular for low-performance
devices, the proposed security architecture might be too complex. Fourth, the consequences of
device virtualization might be evaluated. In particular recent technologies allow the splitting of
devices, into several virtual ones. For example it is possible to split a smartphone into several
virtual ones. Finally, the proposed performance model could be extended with respect to more
realistic service consumption models and with respect to different characteristics.
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A Details

This chapter consists of five parts. Appendix A.1 provides additional details on the require-
ments. Appendix A.2 details the security architecture of the virtual devices. Appendix A.3
enumerates how the requirements have been addressed. Appendix A.4 provides additional de-
tails on the security evaluation. Finally, Appendix A.5 elaborates some of the equations derived
in the performance evaluation.

A.1 Requirements

A.1.1 Functional Requirements

Device Discovery DM-DD-1
Short Description Device Discovery in General (c.f. R4)
Full Description Devices belonging to one user should be able discover each other.
Stakeholder User
Rational For the later protocols it is required that it is known which devices of

one user are available.
Dependencies
Device Discovery DM-DD-2
Short Description Proximity Detection
Full Description It is required that a device can detect other devices in close proximity.
Stakeholder User
Rational If the authentication is relayed from one device to another device, the

device has to be close by in order to allow the user to manually authen-
ticate.

Dependencies DM-DD-2

Device Discovery DM-DD-3
Short Description Device Discovery should not reveal any information
Full Description For the device discovery any mechanism that reveals information to

unauthorized devices has to be avoided.
Stakeholder User
Rational With information about devices belonging to the virtual device, an

attacker could lounge several attacks.
Dependencies DM-VDM-3
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Security Management DM-SA-1
Short Description Mutual Authentication of Devices
Full Description A mechanism is required to mutually authenticate two devices. It is

required that devices that successfully authenticate each other are part
of a virtual device.

Stakeholder
Rational Mutual authentication is one prerequisite for the secure exchange of

data between devices. Only after mutual authentication, sufficient as-
surance exists that the other device is the one it pretends to be.

Dependencies DM-VDM-1

Security Management DM-SA-2
Short Description Secure Storage of Credentials
Full Description A mechanism is required to store credentials in a secure way. Hereby,

secure means that the credentials can not be obtained from a device by
an unauthorized user.

Stakeholder
Rational For the mutual authentication of devices, some kind of credential is

required. This credential must not be accessed in unauthorized way.
In addition, the secure storage can be used for other security-critical
information.

Dependencies

Device Management DM-VDM-1
Short Description Adding a Device to VD
Full Description A mechanism is required to add a device to the virtual device. The

mechanism must be manually triggered and confirmed by the user.
Adding a device to a Virtual Device must set the prerequisites to en-
able mutual authentication of devices.

Stakeholder User
Rational Users obtain new devices. It must be possible to add these devices to

the virtual device. The manual trigger is required to avoid the uninten-
tional adding of devices.

Dependencies DM-SA-1

Device Management DM-VDM-2
Short Description Removing a Device from VD
Full Description A mechanism is required to remove a device from the virtual device.

The mechanism must be manually triggered. After removing a device
from the virtual device, the mutual authentication of devices must fail.

Stakeholder User
Rational Users loss devices, devices break or got discarded because of techno-

logical progress.
Dependencies DM-SA-1
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Device Management DM-VDM-3
Short Description Device Identity
Full Description For the usage within the virtual device it is required that devices can

be identified. Identification requires a - within a virtual device - unique
identifier.

Stakeholder
Rational
Dependencies DM-SA-1

Device Characteristics DM-DC-1
Short Description Capturing of Device Characteristics
Full Description A module is required that captures device characteristics. Device char-

acteristics describe the software and hardware capabilities. Including
aspects that are relevant for security. It must be differentiated between
data that is subject to frequent changes and data that is subject to al-
most no changes.

Stakeholder User
Rational The characteristics of a device serve as input for the determination,

which authentication methods are supported and for the determination
of the security level of a device.

Dependencies DM-DC-4

Device Characteristics DM-DC-2
Short Description Manual Editing of Device Characteristics
Full Description An interface is required that allows a user to enter device characteris-

tics manually.
Stakeholder User
Rational Since, we assume that we cannot capture all information automatically

an interface is required that allows a user to add information about
devices. In addition, it should be possible to manually modify auto-
matically captured device information.

Dependencies DM-DC-4

Device Characteristics DM-DC-3
Short Description Selection of Usage Context
Full Description The user should be able to configure the usage context of a device by

using an appropriate interface. It should be possible that a device has
several usage contexts in parallel.

Stakeholder User
Rational The usage context cannot be captured automatically. Therefore, it is

required to have an interface that allows the configuration and selec-
tion of the usage context. Since, a device can be used in several usage
context (private and business) in parallel for different services, it is
required to support more than one usage context.

Dependencies
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Device Characteristics DM-DC-4
Short Description Data Format for Device Characteristics
Full Description Information between devices have to be exchanged. Thus it is neces-

sary to encode information in a to be specified format. Hereby, the ex-
change has to take place in a secure way (confidentiality and integrity
protected)

Stakeholder User
Rational For distributed decision making it is required to have information

about the capabilities of other devices.
Dependencies DM-DC-1

Data Management DM-DA-1
Short Description Mechanism for Data Exchange
Full Description A mechanism is required that enables the data exchange between de-

vices. Hereby it is required that devices have all data regarding identi-
ties and other devices available in order to draw appropriate decisions.

Stakeholder User
Rational For distributed decision making it is required to have information

about the capabilities of other devices.
Dependencies

Assertion Exchange IdM-AE-1
Short Description Protocol for the request of authentication assertions
Full Description A protocol is needed that allows to request authentication assertions

from another device that has an established IdP Session.
Stakeholder User
Rational There is no need to have an IdP session on each device. This increases

usability and security by avoiding the need to enter authentication cre-
dentials on every device.

Dependencies

Assertion Exchange IdM-AE-2
Short Description Authorization based on Device ID
Full Description If another device requests an assertion, the providing device must

check whether the requesting device is authorized to obtain the token.
In the decision the following information should be considered: Usage
Context, Security Level.

Stakeholder User
Rational It has to be avoided that every identity can be used on every device.

In particular, it must not be possible that a device without a sufficient
security level obtains more privileges than permitted.

Dependencies DM-VDM-3
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Assertion Exchange IdM-AE-3
Short Description Information about Usage Purpose
Full Description The requester must provide information on the purpose for which the

token is required. This information might be used to Authorization
decisions.

Stakeholder User
Rational Even if the the result of the identity filtering process allows the usage

of the identity on the given device. It is required that the requested
device gets additional information to authorize the decision.

Dependencies

Assertion Exchange IdM-AE-4
Short Description Manual Confirmation
Full Description The user should have the possibility to enable an optional manual con-

firmation on the requested device. The manual confirmation should be
lightweight, i.e. pressing a button or clicking a confirmation dialog.

Stakeholder User
Rational This feature requirement is considered as an additional security mech-

anism. It makes the authentication process more transparent for the
user. It is assumed that the usability is not degraded, because the con-
firmation procedure is very lightweight.

Dependencies

Assertion Exchange IdM-AE-5
Short Description Feedback if Manual Confirmation is required
Full Description If manual confirmation is activated on the requested device, the user

must obtain feedback on which device the manual confirmation is re-
quired.

Stakeholder User
Rational In case of several devices it might become difficult to identify the de-

vice on which the confirmation should take place.
Dependencies

Identity Activation IdM-IA-1
Short Description Protocol for identity activation (c.f. R3)
Full Description It must be possible to trigger the activation of an identity on another

device.
Stakeholder User
Rational In order to use the most secure device for authentication a mechanism

must exist to activate identities on a remote device.
Dependencies
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Identity Activation IdM-IA-2
Short Description Authorization based on Device ID
Full Description If identity activation is requested, the requested device must check

whether the requesting device is authorized to activate the identity.
Stakeholder User
Rational The requested device must not trust the requesting device regarding

the authorization.
Dependencies DM-VDM-3

Identity Activation IdM-IA-3
Short Description Feedback on Device triggered for Identity Activation
Full Description The user that triggers the identity activation on another device must

obtain feedback about the device on which the activation, i.e. authenti-
cation takes place.

Stakeholder User
Rational In case of several devices it might become difficult to identify the de-

vice on which the activation should take place.
Dependencies

Identity Management IdM-IM-1
Short Description Capture existing identities
Full Description The system has to know the identities an user has and store this infor-

mation. The system has to support different ways to obtain informa-
tion about user’s identities

Stakeholder User
Rational For the identity filtering it is required to know all identities the user

has in usage.
Dependencies IdM-IM-3, IdM-IM-4

Identity Management IdM-IM-2
Short Description Store meta data on identities
Full Description The system must support the storage of meta data on identities.

Among the meta data is the usage context of the identity, the required
methods for authentication, the security requirements.

Stakeholder User
Rational This information is required for the identity filtering process. Based on

this information the usage of identities is restricted to a certain set of
devices.

Dependencies IdM-IM-5
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Identity Management IdM-IM-3
Short Description Automatic capturing of existing identities
Full Description The system should have a plug-in, that observes the user to obtain in-

formation about identities the user is using. In particular if the user is
using a new identity, it should be automatically detected.

Stakeholder User
Rational To keep the system as simple as possible from the user perspective, a

mechanism is required to automatically detect the user identities.
Dependencies IdM-IM-1, IdM-IM-4

Identity Management IdM-IM-4
Short Description Manual adding and removal of user identities
Full Description It should be possible that the user adds a new identity to the existing

identities. Removal of identities should also be possible.
Stakeholder User
Rational To support cases in which the automatic capturing of existing iden-

tities is not possible, functionality to add identities is required. The
removal of identities is required to remove identities that should not be
usable anymore. The reasons for removal are for example: Compro-
mised identities, job change, ?

Dependencies IdM-IM-1, IdM-IM-3

Identity Management IdM-IM-5
Short Description Manual modification of identity information
Full Description It should be possible to manually modify the stored identity informa-

tion. An appropriate interface to list all identities the user has together
with the corresponding properties is required. The provided informa-
tion should be modifiable.

Stakeholder User
Rational It is assumed that not all information on identities can be automatically

captured. It is therefore required to provide an interface to modify this
information.

Dependencies IdM-IM-2

Identity Management IdM-IM-6
Short Description Graphical User Interface of Identity Selection
Full Description When the SP requests authentication, the user should select one iden-

tity out of a list of suitable identities by using a graphical interface.
Stakeholder User
Rational To make identity selection usable, a graphical interface is required.
Dependencies IdM-IM-7, IdM-IM-8
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Identity Management IdM-IM-7
Short Description List of selectable identities
Full Description The user should only be able to select usable identities. Usable means

identities that match the SP requirements regarding attributes and that
match the usage context, security level, and provide the required au-
thentication capabilities.

Stakeholder User
Rational Providing an overview of usable identities simplifies the selection of

an appropriate identity.
Dependencies IdM-IM-6

Identity Management IdM-IM-8
Short Description Priorities of selectable identities
Full Description The list of selectable identities should be sortable according to dif-

ferent criteria. Among the criteria are: - Avoiding the need to manu-
ally reauthenticate. If identity activation is needed, the authentication
should take place on the most secure device. Privacy is not considered
as a criteria.

Stakeholder User
Rational The order of the list of selectable identities should increase the usabil-

ity. That is the user gets identities presented for which the authentica-
tion overhead is low. Privacy is not considered in a first place due to
the complexity of privacy decisions.

Dependencies IdM-IM-6, IdM-IM-7

A.1.2 Nonfunctional Requirements

Security NF-1
Short Description Data Minimization Principle
Full Description Reveal only as much information to others as really necessary.
Stakeholder Legislative
Rational Data minimization restricts the view that an individual device can ob-

tain. Depending on the device, only the actually needed information is
stored.

Dependencies
Usability NF-2
Short Description High Usability
Full Description The solution must have a high degree of usability (1. This includes that

the user can trace what happens in the system. For example on which
device authentication should take place.

Stakeholder User
Rational Usability is essential for the system design.
Dependencies
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Performance NF-3
Short Description No Performance Penalties
Full Description The cooperation of devices for authentication must not have a signifi-

cant performance penalty.
Stakeholder User
Rational If time required for the exchange of messaging and corresponding pro-

cessing times is higher than manual authentication, the benefit of the
proposed solution is low.

Dependencies

Security NF-4
Short Description No Degradation of Security
Full Description The security of the overall solution must be higher than having individ-

ual devices.
Stakeholder IdP, SP, User
Rational A level of security is essential for the acceptance of the solution.
Dependencies

Availability NF-5
Short Description No Dependency on Single Devices
Full Description The system must not fail, if one device is not available. Hereby failing

means that the user cannot use any service. Some services might depend
on a single device (e.g. because of unique authentication methods)

Stakeholder User
Rational Devices can appear and disappear, therefore it must be possible that the

system works in case of unavailability of single devices.
Dependencies
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A.1.3 Detailed Threat Description

A1-T1 Illegal Service Consumption
Objective: An attacker uses a user’s device to consume services on behalf of the user.
Prerequisite: An attacker steals a device or the user loses one of his devices. In addi-
tion, the following conditions have to be fulfilled.
1) IdP session active on stolen device
2) IdP session active on any other device that is part of the virtual device and that can
request the required permission to request the service.
Attacker: External Attacker Victim: User, IdP, SP
Impact: High Precondition: High
Priority: High Scope: In
Security Requirements: SR-1, SR-2
A1-T2 Data Modification
Objective: An attacker modifies data stored on a user device. Modifying data can be
exploited to prepare other attacks. Examples for modification of data are meta-data
about identities and meta-data about devices.
Prerequisite: An attacker might steal a device or the user might lose one of his devices.
Such a device might be used to modify the data stored on a device.
Attacker: External Attacker Victim: User
Impact: High Precondition: High
Priority: Low Scope: Out
Security Requirements: SR_1, SR_2

A1-T3 Repudiation of Service Usage
Objective: An attacker consumes services on behalf of the user (c.f. A1_T1). The user
repudiates the service consumption.
Prerequisite: Realization of A1_T1
Attacker: External Attacker Victim: User
Impact: Low Precondition: High
Priority: Medium Scope: In
Security Requirements: SR_3

A1-T4 Disclosure of User Data
Objective: An attacker discloses data stored on user devices
Prerequisite: An attacker steals a device or the user loses one of his devices.
Attacker: External Attacker Victim: User
Impact: High Precondition: High
Priority: Low Scope: Out
Security Requirements: SR_1, SR_2
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A1-T5 DoS on Virtual Device Operation I
Objective: An disturbs the regular operation of the virtual device by the inherently
provided mechanisms. For example an attacker might request activate identities on
another user device, which bothers the user with the request for authentication.
Prerequisite: An attacker steals a device or the user loses one of his devices.
Attacker: External Attacker Victim: User, IdP
Impact: Low Precondition: High
Priority: Medium Scope: In
Security Requirements: SR_1, SR_2, SR_4, SR_6

A1-T6 DoS on Virtual Device Operation II
Objective: An attacker disable one or several user identities by repetitively requesting
authentication and supplying wrong credentials.
Prerequisite: An attacker steals a device or the user loses one of his devices.
Attacker: External Attacker Victim: User, IdP
Impact: Low Precondition: High
Priority: Medium Scope: In
Security Requirements: SR_6

A2-T1 Modification of Virtual Device Composition
Objective: An attacker modifies the virtual device composition. This includes a adding
a foreign device to the virtual device composition, which compromises the security,
but also removing a device from the virtual device composition, which decreases the
availability.
Prerequisite: An attacker gets access to the data structures that are required to manage
the virtual device composition.
Attacker: External Attacker Victim: User
Impact: High Precondition: Medium
Priority: High Scope: In
Security Requirements: SR_5, SR_7

A2-T2 Repudiation of Virtual Device Modification
Objective: An attacker modifies the virtual devices and the user of the virtual device
repudiates the modifications.
Prerequisite: An attacker gets access to the data structures that are required to manage
the virtual device composition.
Attacker: External Attacker, User Victim: User
Impact: Medium Precondition: Medium
Priority: Medium Scope: In
Security Requirements: SR_8
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A2-T3 Disclosure of Information Virtual Device Composition
Objective: An attacker discloses information about the virtual device composition.This
information can serve as enabler for other threats (e.g. A2_T1) and represents a privacy
threat.
Prerequisite: An attacker gets access to the data structures that are required to manage
the virtual device composition.
Attacker: External Attacker Victim: User
Impact: Medium Precondition: High
Priority: High Scope: In
Security Requirements: SR_9

A3-T1 IdP Token Interception
Objective: An attacker intercepts the IdP Token to spoof the user identity and consume
services on behalf of the user.
Prerequisite: The attacker must know between which parties, devices and functional
components the IdP Token is transferred and stored, respectively.
Attacker: External Attacker, User Victim: User, IdP
Impact: High Precondition: Medium
Priority: High Scope: In
Security Requirements: SR_10, SR_11

A3-T2 IdP Token Modification
Objective: An attacker modifies the IdP Token to disturb the regular operation. Modi-
fication of the IdP Token might lead to invalidation of the IdP Session.
Prerequisite: The attacker must know between which parties, devices and functional
components the IdP Token is transferred and stored, respectively.
Attacker: External Attacker Victim:
Impact: Low Precondition: Medium
Priority: Medium Scope: In
Security Requirements: SR_10, SR_11

A4-T1 SP Token Interception
Objective: An attacker intercepts the SP Token to spoof the user identity and consume
a service on behalf of the user.
Prerequisite: The attacker must know between which parties, devices and functional
components the SP Token is transferred and stored, respectively.
Attacker: External Attacker, User Victim: User, SP
Impact: Medium Precondition: Medium
Priority: Medium Scope: In
Security Requirements: SR_12, SR_13



A.1 Requirements 233

A4-T2 SP Token Modification
Objective: An attacker modifies the SP Token to disturb the regular operation. Modi-
fication of SP Token leads to invalidation of the SP Session
Prerequisite: The attacker must know between which parties, devices and fucntional
components the SP Token is transferred and stored.
Attacker: External Attacker, User Victim: User, SP
Impact: Low Precondition: Medium
Priority: Medium Scope: In
Security Requirements: SR_12, SR_13

A5-T1 Illegal Service Consumption
Objective: An attacker uses user’s authentication credentials to consume service on
behalf of the user and to get access to user data bound to user’s identity.
Prerequisite: The attacker must obtain the authentication credentials. Depending on
the kind of authentication credentials, the difficulty to obtain them is different. The
authentication credentials cannot only be obtained from the user, but also from the IdP.
Attacker: External Attacker, SP Victim: User, IdP
Impact: High Precondition: High
Priority: High Scope: In
Security Requirements: SR_14, SR_15

A5-T2 Repudiation of Authentication
Objective: An attacker uses services on behalf of the user. The user repudiates the
usage of authentication credentials.
Prerequisite: The attacker must obtain the authentication credentials.

Attacker: External Attacker, User Victim: User, IdP
Impact: High Precondition: High
Priority: High Scope: In
Security Requirements: SR_16

A5-T3 Usage of wrong Authentication Credentials
Objective: An attacker uses intentionally the wrong credentials to reduce the availabil-
ity of services provided by the IdP.
Prerequisite: In case of an untargeted attack against the identities provided by the IdP,
only knowledge about the entry point of the authentication process is required.
In case of an targeted attack, i.e. against a specific identity, information about the
identity is required, e.g. the username.
Attacker: External Attacker Victim: User, IdP
Impact: Low Precondition: Low
Priority: Low Scope: Out
Security Requirements:A6-T1



234 Appendix A. Details

A6-T2 Derive Information from SP Assertion
Objective: An attacker derives information about the user, the service, the IdP, etc. by
exploiting the information contained in an SP Assertion.
Prerequisite: The attacker must know between which parties, devices and functional
components the SP Assertion is transferred.
Attacker: External Attacker, IdP, SP Victim: User
Impact: Medium Precondition: Medium
Priority: Medium Scope: In
Security Requirements: SR_17

A7-T1 Modification of Security Properties
Objective: An attacker modifies the security properties that used for the determination
of the security level of the device. With the modification, various decisions regarding
identity activation and assertion transfer can be influenced.
Prerequisite: The attacker must get access to the security properties and the possibility
to modify them.
Attacker: External Attacker Victim: User, IdP, SP
Impact: High Precondition: Medium
Priority: Medium Scope: In
Security Requirements: SR_18, SR_19

A7-T2 Disclosure of Information about Security Properties
Objective: An attacker discloses information about the security properties of devices.
The obtained information might serve as input to foster other attacks. In addition it
represents a privacy threat.
Prerequisite: The attacker must get access to the security properties.

Attacker: External Attacker Victim: User
Impact: Medium Precondition: Medium
Priority: Medium Scope: In
Security Requirements: SR_18, SR_19, SR_20

A7-T3 Inaccessibility of Security Properties
Objective: An attacker makes the access to security properties of the devices of a vir-
tual device impossible. In consequence all processes that work on security properties
are unavailable.
Prerequisite: The attacker must know how security properties are accessed on an indi-
vidual device and how they are exchanged within a virtual device.
Attacker: External Attacker Victim: User
Impact: Low Precondition: Medium
Priority: Low Scope: In
Security Requirements: SR_4
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A8-T1 Unintended Device Discovery
Objective: An attacker obtains knowledge about the devices in the surrounding and
knowledge about the relationships of devices, i.e. their belonging to a virtual device.
Prerequisite: The attacker is able to eavesdrop the communication between devices.
Attacker: External Attacker Victim: User
Impact: Low Precondition: Medium
Priority: Low Scope: In
Security Requirements: SR_21

A8-T2 Forged Device Discovery
Objective: An attacker forges information exchanged during the device discovery pro-
cess in order provide false information about available devices.
Prerequisite:
The attacker is able to eavesdrop the communication channel and inject messages.
Attacker: External Attacker Victim: User
Impact: Medium Precondition: Medium
Priority: Medium Scope: In
Security Requirements: SR_22, SR_21

A8-T3 Denial of Service of Device Discovery
Objective: An attacker forges information with the intent make regular device discov-
ery unavailable.
Prerequisite: The attacker is able to inject falsified messages.
Attacker: External Attacker Victim: User
Impact: Medium Precondition: Medium
Priority: High Scope: In
Security Requirements: SR_22

A9-T1 Obtainment of Device Identifier
Objective: An attacker obtains information to identify devices and potentially derive
information about the user.
Prerequisite: An attacker is able to eavesdrop exchanges messages.
Attacker: External Attacker, IdP, SP Victim: User
Impact: Low Precondition: Low
Priority: Low Scope: In
Security Requirements: SR_21, SR_23

A10-T1 ř
Objective: An attacker access the credential store and obtains sensitive information.
Prerequisite: An attacker has access to the interfaces exposed by the credential store.
This can be achieved by having access to the locality where the credential store resides
or by potentially using interfaces exposed to the outside world.
Attacker: External Attacker Victim: User, IdP, SP
Impact: High Precondition: High
Priority: High Scope: Partially
Security Requirements: SR_24
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A11-T1 Modification of Device Characteristics
Objective: An attacker modifies the device characteristics to influence the behavior of
algorithms regarding device and identity selection.
Prerequisite: An attacker must have access to the interfaces to store device character-
istics.
Attacker: External Attacker Victim: User
Impact: High Precondition: Medium
Priority: High Scope: In
Security Requirements: SR_25, SR_26

A11-T2 Disclosure of Information about Device Characteristics
Objective: An attacker discloses information about the characteristics of deices.
Prerequisite: An attacker must be able to access the interfaces, used to store device
characteristics
Attacker: External Attacker Victim: User
Impact: Low Precondition: Medium
Priority: Medium Scope: In
Security Requirements: SR_25

A12-T1 Modification of Usage Context
Objective: An attacker modifies the usage context in order to influence the behavior of
algorithms regarding device and identity selection.
Prerequisite: An attacker must be able to have access to the interfaces, used to modify
the usage context.
Attacker: External Attacker Victim: User
Impact: High Precondition: Medium
Priority: High Scope: In
Security Requirements: SR_27, SR_28

A12-T2 Disclosure of Information about Usage Context
Objective: An attacker discloses the usage context text of devices and identities. This
represents a potential privacy threat and might be input for potential other attacks.
Prerequisite: An attacker must be able to have access to the interfaces used to retrieve
the usage context.
Attacker: External Attacker Victim: User
Impact: Low Precondition: Medium
Priority: Low Scope: In
Security Requirements: SR_27
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A13-T1 Modification of Assertion Exchange Authorization Policies
Objective: An attacker modifies the policies that determine which devices of the virtual
device are allowed to retrieve SP Assertions. This potentially serves as an enabler for
other attacks.
Prerequisite: An attacker must be able to have access to the interfaces used to modify
the policies.
Attacker: External Attacker, User Victim: User
Impact: High Precondition: Medium
Priority: High Scope: In
Security Requirements: SR_29, SR_30

A13-T2 Disclosure of Assertion Exchange Authorization Policies
Objective: An attacker discloses the the policies. This represents a privacy threat.
Prerequisite: An attacker must be able to have access to the interfaces used to retrieve
the policies.
Attacker: External Attacker Victim: User
Impact: Low Precondition: Medium
Priority: Medium Scope: In
Security Requirements: SR_29

A14-T1 Modification of Identity Activation Authorization Policies
Objective: An attacker modifies the policies that determine which devices of the virtual
device are allowed to activate an identity. This potentially serves as an enabler for other
attacks.
Prerequisite: An attacker must be able to have access to the interfaces used to retrieve
and modify the policies.
Attacker: External Attacker, User Victim: User
Impact: High Precondition: Medium
Priority: High Scope: In
Security Requirements: SR_31, SR_32

A14-T2 Disclosure of Identity Activation Authorization Policies
Objective: An attacker discloses the policies that determine which devices of the vir-
tual device are allowed to activate an identity. This represents a privacy threat.
Prerequisite: An attacker must be able to have access to the interfaces used to retrieve
the policies.
Attacker: External Attacker Victim: User
Impact: Low Precondition: Medium
Priority: Medium Scope: In
Security Requirements: SR_31
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A.1.4 Security Requirements

SR-1 Mechanism for prevention of unauthorized device usage
A mechanism is required that prevents device usage by unauthorized users. Unauthorized
users are potential attackers that got physical access to the device owned by another user.
Stakeholder User
Addressed Threats A1-T1, A1-T2, A1-T4, A1-T5
Priority High
SR-2 Mechanism for removing devices from Virtual Device
A mechanism is required that allows a user to remove a device from the virtual device
composition. The removal of a device from the virtual device composition must not depend
on the to be removed device. If a device is removed from the virtual device composition, all
data regarding the virtual device, regarding other devices that are part of the virtual device
composition and regarding identities of the user have to be removed.
Stakeholder User
Addressed Threats A1-T1, A1-T2, A1-T4, A1-T5
Priority High
SR-3 Logging of service consumption
A logging mechanism is required that records events regarding service sessions. Relevant
events are the start of the service session, the end of the service session, which device has
been used for authentication and which device has been used for the service session itself.
Stakeholder User
Addressed Threats A1-T3
Priority Medium
SR-4 No dependency on single device
The operation of the virtual device must not depend on a single device. Service session
should not depend on a single device. However, it is acceptable that specific service session
depend on the security capabilities of one device.
Stakeholder User
Addressed Threats A1-T6, A1-T5, A7-T3
Priority Medium
SR-5 Authorization mechanism for modifing a virtual device
An authorization mechanism is required to modify the virtual device. It must not be possi-
ble to add or delete a device from the virtual device composition without successive rights.
Stakeholder User
Addressed Threats A2-T1
Priority High
SR-6 Rate Limiting for Identity Activation and Assertion Exchange
The rate of identity activation requests and Assertion Exchange requests should be limited
to avoid DoS attacks and prevent malicious behaviour. The rate must be adjustable by the
owner of the virtual device.
Stakeholder
Addressed Threats A1-T6, A1-T5
Priority Medium
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SR-7 Mechanism to obtain Information about Virtual Device Composi-
tion

A functionality is required to identify, which devices are part of a virtual device. This can
be realized for example by visualization of a list containing all devices that are part of a
virtual device.
Stakeholder
Addressed Threats A2-T1
Priority High
SR-8 Logging for Virtual Device modification
A logging mechanism is required that records changes in the virtual device composition.
This includes permanent changes, i.e. adding or removing a virtual device, and temporary
changes due to the unavailability of some devices
Stakeholder
Addressed Threats A2-T2
Priority Medium
SR-9 Confidentiality of Information about Virtual Device Composition
Information that describes the virtual device composition, e.g. devices that are part of the
virtual device must be kept confidential
Stakeholder
Addressed Threats A2-T3
Priority High
SR-10 Secure Transmission of IdP Token
The IdP Token must be securely transferred between the IdP and user. That means the
communication channel must be mutually authenticated and provide protection of integrity
and confidentiality.
Stakeholder
Addressed Threats A3-T1, A3-T2
Priority High
SR-11 Secure Storage of IdP Token
The IdP Token must be securely stored on the user device. Access to the token must be
controlled.
Stakeholder
Addressed Threats A3-T1, A3-T2
Priority High
SR-12 Secure Transmission of SP Token
The SP Token must be securely transferred between the SP and user. That means the
communication channel must be mutually authenticated and provide protection of integrity
and confidentiality.
Stakeholder
Addressed Threats A4-T1, A4-T2
Priority Medium
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SR-13 Secure Storage of SP Token
The SP Token must be securely stored on the user device. Access to the token must be
controlled.
Stakeholder
Addressed Threats A4-T1, A4-T2
Priority Medium
SR-14 Secure Storage of Authentication Credentials
If authentication credentials are stored on of the devices that are part of the virtual device,
the must be stored securely. Secure storage prevents unauthorized retrieval by unauthorized
users
Stakeholder
Addressed Threats A5-T1
Priority High
SR-15 Secure Transmission of Authentication Credentials
If authentication credentials have to be transmitted, e.g. because it is required by the au-
thentication mechanism, the transmission has to be secure. That means mutually authenti-
cated, confidental and integrity protected.
Stakeholder
Addressed Threats A5-T1
Priority High
SR-16 Logging Mechanism for Authentication Credential Usage
A mechanism is required to logs the usage of authentication credentials in order to avoid
repudiation of authentication credentials. This mechanism should be implemented within
the virtual device and potentially with the IdP.
Stakeholder
Addressed Threats A5-T2
Priority High
SR-17 Secure Transmission of SP Assertions
The SP Assertion must be securely transferred between the IdP and the user as well as
between the user and the SP. That means the communciation channel must be mutually
authenticated and must provide protection of integrity and confidentiality.
Stakeholder
Addressed Threats A6-T1, A6-T2
Priority Medium
SR-18 Secure Storage of Security Properties
A secure storage is required to store the security properties. Access to the secure storage
must be controlled.
Stakeholder
Addressed Threats A7-T1, A7-T2
Priority Medium
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SR-19 Logging Mechanism for Changed Security Properties
Changes of the security properties must be recorded with the reason that caused the change
(e.g. software upgrade, hardware modification)
Stakeholder
Addressed Threats A7-T1, A7-T2
Priority Medium
SR-20 Storage of all Security Properties only on Secure Devices
The security level of a device must be considered when sensitive information (e.g. about
other devices) is stored. Sensitive information should only be stored, if device is above a
to be defined threshold.
Stakeholder
Addressed Threats A7-T2
Priority Medium
SR-21 Secure Device Discovery
Discovery of devices belonging to a Virtual Device must be secure. That means the au-
thenticity of the discovered device must be guaranteed and that the discovery process does
not reveal information about the participating devices or about the owner of th device.
Stakeholder
Addressed Threats A8-T1, A8-T2, A9-T1
Priority Medium
SR-22 Availability of Device Discovery
It should not be possible disable the correct discovery of devices belonging to a virtual
device.
Stakeholder
Addressed Threats A8-T2, A8-T3
Priority Medium
SR-23 Encrypt device identifiers or avoid unique device identifiers
Unique device identifiers should be avoided in communication processes
Stakeholder
Addressed Threats A9-T1
Priority Low
SR-24 Access control on credential store
The credential store must have sufficient access control mechanisms in place.
Stakeholder
Addressed Threats A10-T1
Priority High
SR-25 Secure Storage of Device Characteristics
A secure storage is required to store the device characteristics. Access to the secure storage
must be controlled.
Stakeholder
Addressed Threats A11-T1, A11-T2
Priority High
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SR-26 Logging Mechanism for Changed Device Characteristics
Changes of the device characteristics must be recorded with the reason that caused the
change.
Stakeholder
Addressed Threats A11-T1
Priority High
SR-27 Secure Storage of Usage Context
A secure storage is required to store the usage context. Access to the secure storage must
be controlled
Stakeholder
Addressed Threats A12-T1, A12-T2
Priority High
SR-28 Logging Mechanism for Usage Context Change
Changes of the device usage context must be recorded with the reason that caused the
change.
Stakeholder
Addressed Threats A12-T1
Priority High
SR-29 Secure Storage of Assertion Exchange Authorization Policies
A secure storage is required to store the Assertion Exchange Authorization Policies. Ac-
cess to the secure storage must be controlled
Stakeholder
Addressed Threats A13-T1, A13-T2
Priority High
SR-30 Logging Mechanism for Assertion Exchange Authorization Policy

Change
Changes of the Assertion Exchange Authorization Policies must be recorded with the rea-
son that caused the change.
Stakeholder
Addressed Threats A13-T1
Priority High
SR-31 Secure Storage of Identity Activation Authorization Policies
A secure storage is required to store the Identity Activation Authorization Policies. Access
to the secure storage must be controlled
Stakeholder
Addressed Threats A14-T1, A14-T2
Priority High
SR-32 Logging Mechanism for Identity Activation Authorization Policy

Change
Changes of the Identity Activation Authorization Policies must be recorded with the reason
that caused the change.
Stakeholder
Addressed Threats A14-T1
Priority Medium



A.2 Details of Virtual Device Management 243

SR-100 Mechanism to stop all IdP Sessions
Several IdP Sessions might exist on different devices. A mechanism is needed to stop all
IdP sessions immediately.
Stakeholder
Addressed Threats
Priority
SR-101 Mechanism to stop IdP Sessions on one device
Several IdP Sessions might exist on one device. A mechanism is required to stop these IdP
Sessions immediately.
Stakeholder
Addressed Threats
Priority
SR-102 Mechanism to stop all SP Sessions
Several SP Sessions might exist on different devices. A mechanism is required to stop all
SP sessions immediately
Stakeholder
Addressed Threats
Priority
SR-103 Mechanism to stop all SP Sessions on one device
Several SP Sessions might exist on one device. A mechanism is required to remotely stop
these SP sessions immediately.
Stakeholder
Addressed Threats
Priority

A.2 Details of Virtual Device Management

Section A.2.1 contains additional details on the security architecture.

A.2.1 Security Architecture

This section details the establishment of secure channels and the extension of the virtual device.

A.2.1.1 Establishment of Secure Channel

Figure A.1 details the establishment of a secure channel. Figure A.2 shows an activity diagram,
which elaborates the retrieval of the membership list.
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Figure A.1: Activity Diagram: Establishment of a Secure Channel.
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Figure A.2: Activity Diagram: Obtainment of Membership List
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A.2.1.2 Extension of Virtual Device

Figure A.3 shows the necessary activities to extend a virtual device.

Figure A.3: Activity Diagram: Extending a Virtual Device

A.3 Addressed Requirements

A.3.1 Functional Requirements

Section 6.1.2.3 provides the detailed discussion of functional requirements that have not been
sufficiently addressed. Table A.1 indicates how each functional requirement has been addressed.

Table A.1: Evaluation of Functional Requirements

Functional Solution Level Concrete Solution Level
No Short Name Cov. Reference Cov. Reference
DM-DD-1 Device Discovery in Gen-

eral (c.f. R4)
Yes Table 4.21 No

DM-DD-2 Proximity Detection Yes Table 4.21 No
Continued on next page
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Table A.1: Evaluation of Functional Requirements

Functional Solution Level Concrete Solution Level
No Short Name Cov. Reference Cov. Reference
DM-DD-3 Device Discovery should

not reveal any information
Yes Table 4.21 No

DM-SA-1 Mutual Authentication of
Devices

Yes Table 4.21 Yes Table 5.3

DM-SA-2 Secure Storage of Creden-
tials

Yes Table 4.19 No

DM-VDM-1 Adding a Device to VD Yes Table 4.21 Yes Table 5.3
DM-VDM-2 Removing a Device from

VD
Yes Table 4.21 Yes Table 5.3

DM-VDM-3 Device Identity Yes Table 4.21 No
DM-DC-1 Capturing of Device

Characteristics
Yes Table 4.21 No

DM-DC-2 Manual Editing of Device
Characteristics

Yes Table 4.21 No

DM-DC-3 Selection of Usage Con-
text

Yes Table 4.21 No

DM-DC-4 Data Format for Device
Characteristics

Yes Table 4.21 No

DM-DA-1 Mechanism for Data Ex-
change

Yes Table 4.21 No

IdM-AE-1 Protocol for the request of
authentication assertions

Yes Table 4.17 Yes Table 5.2

IdM-AE-2 Authorization based on
Device ID

Yes Table 4.17 Yes Table 5.2

IdM-AE-3 Information about Usage
Purpose

Yes Table 4.17 Yes Table 5.2

IdM-AE-4 Manual Confirmation Yes Table 4.17 Yes Table 5.2
IdM-AE-5 Feedback if Manual Con-

firmation is required
Yes Table 4.17 No

IdM-IA-1 Protocol for identity acti-
vation (c.f. R3)

Yes Table 4.17 Yes Table 5.2

IdM-IA-2 Authorization based on
Device ID

Yes Table 4.17 Yes Table 5.2

IdM-IA-3 Feedback on Device trig-
gered for Identity Activa-
tion

No No

IdM-IM-1 Capture existing identities Yes Table 4.15 No
IdM-IM-2 Store metadata on identi-

ties
Yes Table 4.15 No

IdM-IM-3 Automatic capturing of
existing identities

Partially Table 4.15 No

Continued on next page
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Table A.1: Evaluation of Functional Requirements

Functional Solution Level Concrete Solution Level
No Short Name Cov. Reference Cov. Reference
IdM-IM-4 Manual adding and re-

moval of user identities
Yes Table 4.15 No

IdM-IM-5 Manual modification of
identity information

Yes Table 4.15, No

IdM-IM-6 Graphical User Interface
of Identity Selection

Yes Table 4.15, Yes Table 5.1

IdM-IM-7 List of selectable identi-
ties

Yes Table 4.15, Yes Table 5.1

IdM-IM-8 Priorities of selectable
identities

Yes Table 4.15, Yes Table 5.1

A.3.2 Security Requirements

Section 6.1.2.5 provides the detailed discussion of the security requirements that have not been
sufficiently addressed. Table A.2 indicates how each security requirement has been addressed.

Table A.2: Evaluation of Security Requirements

Functional Solution Level Concrete Solution Level
No Short Name Cov. Reference Cov. Reference
SR-1 Mechanism for prevention of

unauthorized device usage
Partially Table 4.21 No

SR-2 Mechanism for removing de-
vices from Virtual Device

Yes Table 4.21 Yes Table 5.3

SR-3 Logging of service consump-
tion

Yes Table 4.15,
Table 4.17

No

SR-4 No dependency on single de-
vice

Yes Table 4.17,
Table 4.21

Yes Table 5.1,
Ta-
ble 5.3

SR-5 Authorization mechanism for
modifing a virtual device

Yes Table 4.21 Yes Table 5.3

SR-6 Rate Limiting for Identity
Activation and Assertion Ex-
change

Yes Table 4.17 No

SR-7 Mechanism to obtain Infor-
mation about Virtual Device
Composition

Yes Table 4.21 Yes Table 5.3

SR-8 Logging for Virtual Device
modification

Yes Table 4.19,
Table 4.21

No

Continued on next page
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Table A.2: Evaluation of Security Requirements

Functional Solution Level Concrete Solution Level
No Short Name Cov. Reference Cov. Reference
SR-9 Confidentiality of Information

about Virtual Device Compo-
sition

Yes Table 4.19,
Table 4.21

Partially Table 5.3

SR-10 Secure Transmission of IdP
Token

No No

SR-11 Secure Storage of IdP Token Yes Table 4.15,
Table 4.19

No

SR-12 Secure Transmission of SP
Token

No No

SR-13 Secure Storage of SP Token Yes Table 4.19 No
SR-14 Secure Storage of Authentica-

tion Credentials
Yes Table 4.15,

Table 4.19
No

SR-15 Secure Transmission of Au-
thentication Credentials

No No

SR-16 Logging Mechanism for Au-
thentication Credential Usage

Yes Table 4.15,
Table 4.19

No

SR-17 Secure Transmission of SP
Assertions

Yes Table 4.15,
Table 4.17

Yes Table 5.3

SR-18 Secure Storage of Security
Properties

Yes Table 4.19,
Table 4.21

No

SR-19 Logging Mechanism for
Changed Security Properties

No Table 4.19,
Table 4.21

No

SR-20 Storage of all Security Prop-
erties only on Secure Devices

Yes Table 4.19,
Table 4.21

Yes Table 5.3

SR-21 Secure Device Discovery No Table 4.21 No
SR-22 Availability of Device Dis-

covery
No Table 4.21 No

SR-23 Encrypt device identifiers or
avoid unique device identi-
fiers

Yes Table 4.21 No

SR-24 Access control on credential
store

Yes Table 4.19 No

SR-25 Secure Storage of Device
Characteristics

Yes Table 4.19,
Table 4.21

No

SR-26 Logging Mechanism for
Changed Device Character-
istics

Yes Table 4.19 No

SR-27 Secure Storage of Usage Con-
text

Yes Table 4.19,
Table 4.21

No

SR-28 Logging Mechanism for Us-
age Context Change

Yes Table 4.19,
Table 4.21

No

Continued on next page
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Table A.2: Evaluation of Security Requirements

Functional Solution Level Concrete Solution Level
No Short Name Cov. Reference Cov. Reference
SR-29 Secure Storage of Assertion

Exchange Authorization Poli-
cies

Yes Table 4.17,
Table 4.19

No

SR-30 Logging Mechanism for As-
sertion Exchange Authoriza-
tion Policy Change

Yes Table 4.17,
Table 4.19

No

SR-31 Secure Storage of Identity
Activation Authorization
Policies

Yes Table 4.17,
Table 4.19

No

SR-32 Logging Mechanism for Iden-
tity Activation Authorization
Policy Change

Yes Table 4.17,
Table 4.19

No

SR-100 Mechanism to stop all IdP
Sessions

Yes Yes Table 5.2

SR-101 Mechanism to stop IdP Ses-
sions on one device

Yes Yes Table 5.2

SR-102 Mechanism to stop all SP
Sessions

Yes Yes Table 5.2

SR-103 Mechanism to stop all SP
Sessions on one device

Yes Yes Table 5.2

A.4 Security Evaluation

A.4.1 Detailed Threat Description

Table A.3 details the threats that have been identified during the security evaluation.

Table A.3: Overview on newly Identified Threats

Identifier ShortName Covered Covered By
A20_T1 Tampering of Logging Infor-

mation
Yes SSE-SSS (→ Section 4.5.4)

A20_T2 Repudiation of Logging In-
formation

Yes SSE-SSS (→ Section 4.5.4)

A20_T3 Disclosure of Logging Infor-
mation

Yes SSE-SSS (→ Section 4.5.4)

A21_T2 Disclosure of Identity Infor-
mation

Yes SSE-SSS (→ Section 4.5.4),
Access Control Mechanism for
IIEP (→ Figure 5.9)

A22_T2 Disclosure of Identity Device
Matrix

Yes Access Control Mechanism for
IIEP (→ Figure 5.9)

Continued on next page
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Table A.3: Overview on Newly Identified Threats

Identifier ShortName Covered Covered By
A23_T1 Tampering of Device Infor-

mation
Partially SSE-SSS (→ Section 4.5.4),

SSE-LS (→ Section 4.5.4)
A23_T2 Disclosure of Device Infor-

mation
Yes SSE-SSS (→ Section 4.5.4),

SSE-LS (→ Section 4.5.4)
A24_T2 Disclosure of Virtual Device

Membership List
Yes SSE-SSS (→ Section 4.5.4)

A25_T1 Tampering of Virtual Device
Key Pair

Partially SSE-SSS (→ Section 4.5.4 and
Section 5.4.2)

A25_T2 Disclosure of Virtual Device
Key Pair

Partially SSE-SSS (→ Section 4.5.4 and
Section 5.4.2)

A25_T3 Denial of Service by modifi-
cation of Virtual Device Key
Pair

Partially SSE-SSS (→ Section 4.5.4 and
Section 5.4.2)

A26_T1 Tampering of Master Device
Key Pair

Yes Key Hierarchy (→ Section 5.4.2),
Logging Mechanism (→ Sec-
tion 4.5.4)

A26_T2 Disclosure of Master Device
Key Pair

Yes SSE-SSS (→ Section 4.5.4),
Logging Mechanism (→ Sec-
tion 4.5.4)

A26_T3 Denial of Service by modifi-
cation of Master Device Key
Pair

Yes SSE-SSS (→ Section 4.5.4),
Logging Mechanism (→ Sec-
tion 4.5.4)

A27_T1 Tampering of Non Master
Device Key Pair

Yes Secure Storage (→ Section 4.5.4),
Logging Mechanism (→ Sec-
tion 4.5.4)

A27_T2 Disclosure of Non Master
Device Key Pair

Yes SSE-SSS (→ Section 4.5.4),
Logging Mechanism (→ Sec-
tion 4.5.4)

A27_T3 Denial of Service of Non
Master Device Key Pair

Yes SSE-SSS (→ Section 4.5.4),
Logging Mechanism (→ Sec-
tion 4.5.4)

A28_T1 Tampering of Secure Storage Partially SSE-SSS (→ Section 4.5.4)
A28_T2 Disclosure of data stored in

Secure Storage
Partially SSE-SSS (→ Section 4.5.4)

A28_T3 Denial of Service of Secure
Storage

Partially It is not always required to update
the membership list,→ Figure A.1

A29_T1 Tampering of Filter Rules Yes SSE-SSS (→ Section 4.5.4),
SSE-LS (→ Section 4.5.4)

A29_T2 Disclosure of Identity Filter-
ing Rules

Yes SSE-SSS (→ Section 4.5.4),
SSE-LS (→ Section 4.5.4)

A30_T1 Tampering of Ranking Rules Yes SSE-SSS (→ Section 4.5.4),
SSE-LS (→ Section 4.5.4)

Continued on next page
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Table A.3: Overview on Newly Identified Threats

Identifier ShortName Covered Covered By
A30_T2 Disclosure of Ranking Rules Yes SSE-SSS (→ Section 4.5.4),

Logging Mechanism (→ Sec-
tion 4.5.4)

A31_T1 Tampering of Identity Rec-
ommendations

Yes Secure Channel (→ Section 5.4.2)

A31_T2 Disclosure of Identity Rec-
ommendations

Yes Secure Channel (→ Section 5.4.2)

A.5 Performance Evaluation

Section 6.3 established an analytical model to evaluate the performance of the overall system.
The following subsections provide additional details how the equations have been derived.

A.5.1 State Probability

The modell is based on the assumption that the user randomly selects one of his identities. That
means the usage of one identity is independent from the usage of another identity. Thus the
number of SP sessions xi for identity i is independent of the number of SP sessions xi+1 for
identity i + 1 and can be modelled independent of each other. In consequence the conditional
probability is equal to the product of the individual propabilities, i.e. Eq. (A.1) holds.

p(x1, x2, . . . , xN) =
N∏
i=1

p(xi) (A.1)

In case of Figure 6.22, the two dimensons can be considered independent of each other. Fig-
ure A.4 shows the decoupled processes. Therefore, the propability px1 to be in a state in which
x1 SP session are active for identity 1 can be easily calculated. It is

p(x1) = p(0)
A′x1

x1!
(A.2)

p(0) =
1

∞∑
i=0

A′i

i!

=
1

eA′
(A.3)

In the general case A′ is equal to

A′ =
λ

NIdµ
=

A

NId

(A.4)
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Figure A.4: Decoupled Birth and Death Processes

The combination of Eq. (A.2) and Eq. (A.1) results in

p(x1, x2, . . . , xNId
) = p(x1) · p(x2) · . . . · p(xNId

) (A.5)
(A.6)

= p(0)NId
A′x1

x1!
· A
′x2

x2!
· . . . · A

′xNId

xNId
!

(A.7)

=

(
1

e
A

NId

)NId

(
A
NId

)x1+x2+...+xNId

x1! · x2! · . . . · xNId
!

(A.8)

=
1

eA

(
A
NId

)x1+x2+...+xNId

x1! · x2! · . . . · xNId
!

(A.9)

The same principle applies for the case of multiple devices. If one of the devices is considered
a modified value for A′ is required:

A′ =
A

NDevNId

(A.10)

This leads to
p(0) =

1

e
A

NDevNId

(A.11)
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p(x1, x2, . . . , xNId
) =

1

e
A

Ndev

(
A

NDevNId

)x1+x2+...+xNId

x1! · x2! · . . . · xNId
!

(A.12)

For the macro states:

p1,Id =
∞∑
i=1

1

e
A

NDev

(
A

NDevNId

)i
i!

(A.13)

with
∞∑
n=0

xn

n!
= ex

p1,Id =
1

e
A

NDev


 ∞∑

i=0

(
A

NDevNId

)i
i!

− 1

 (A.14)

=
1

e
A

NDev

(
e

A
NDevNId − 1

)
(A.15)

Generalized:

pk,Id = p(∗, . . . , ∗︸ ︷︷ ︸
k

, 0, . . . , 0) =
1

e
A

NDev

(
e

A
NDevNId − 1

)k
(A.16)

Considering all combination possibilites:

P (Nact = k) =

(
NId

k

)
pk,Id (A.17)

=

(
NId

k

)
1

e
A

NDev

(
e

A
NDevNId − 1

)k
(A.18)

A.5.2 Mean Number of Active Identities

The derivation of Eq. (6.17) is detailed here.

E[Nact,C2] =

Nid∑
k=0

k · P (Nact = k)

=

Nid∑
k=0

k

(
NId

k

)
1

eA
(e

A
NId − 1)k (A.19)

(A.20)

with
(
Nid

k

)
= NId

k

(
NId−1
k−1

)

E[Nact,C2] =

NId∑
k=1

NId

(
NId − 1

k − 1

)
1

eA
(e

A
NId − 1)k−1(e

A
NId − 1) (A.21)
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with k′ = k − 1, k = k′ + 1

E[Nact,C2] =

NId−1∑
k′=0

NId

(
NId − 1

k′

)
1

eA
(e

A
NId − 1)k

′
(e

A
NId − 1) (A.22)

= NId
1

eA
(e

A
NId − 1)

NId−1∑
k′=0

(
NId − 1

k′

)
(e

A
NId − 1)k

′
(A.23)

with
n∑
k=0

(
n
k

)
xk = (1 + x)n

E[Nact,C2] = NId
1

eA
(e

A
NId − 1)(1 + e

A
NId − 1)NId−1 (A.24)

= NId(e
A

NId − 1)e
A

NId(NId−1)−A (A.25)

= NId(e
A

NId − 1)e
− A

NId (A.26)

= NId(1− e
− A

NId ) (A.27)
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B UML Modeling Methodology

For the modeling and for the description of the architecture, a semi-formal notation based on
UML diagrams has been used. UML is considered as appropriate specification language for
the description of software and system architectures [BK03, CBB+10]. This chapter gives
an overview on UML and introduces afterwards the used diagram types in more detail. It
highlights slight modifications compared to the UML standard [UML10]. The modifications
have been made for simplification. Finally, Section B.5 introduces an approach for the modeling
of communication protocols.

B.1 Overview

UML is a major standard in software engineering. It originated at Rational Software Corpora-
tion in the mid 90ies by the contributions of James Rumbaugh, Grady Booch and Ivar Jacobsen.
All three are responsible for major contributions to the object-oriented analysis and design of
software systems. Version 2 of UML adopted concepts from the Specification and Description
Language (SDL).

UML distinguishes two different categories of diagrams to describe software architectures:
Structure diagrams and behavior diagrams. (1) Structure diagrams describe the static view
of all entities and their relation to each other. Table B.1 gives an overview on the different
diagram types to describe the system structure. (2) Behavior diagrams model the work flows
within entities and their interaction. Table B.2 gives an overview on the different diagram types
to describe the behavior of a system.

All diagram types provide the possibility to add comments. An example for a comment is
shown in Figure B.1. Comments are used to add additional information to the diagram. For
example, comments allow the adding of semantic meaning. A comment can be associated with
any element of a diagram.

Closely related to UML is the System Modeling Language (SysML) [sys10, DHJ+10]. SysML
shares a common set of concepts with UML. Regarding these concepts SysML depends on

Figure B.1: Example for UML Comment
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Diagram Type Description
Class Diagram A class diagram shows the fine-granular structure of system

(→ Section B.2).
Component Diagram A component diagram shows the instantiation of a sys-

tem part from more coarse-granular point of view (→ Sec-
tion B.3)

Composite Structure Diagram A composite structure diagram details a class and shows its
internal make-up.

Deployment Diagram A deployment diagram shows the hardware that is used to
deploy the system components.

Object Diagram An object diagram shows the instantiation of a part of the
system at a certain point of time.

Package Diagram A package diagram shows the bundling of classes to pack-
ages.

Profile Diagram A profile diagram is required to describe the meta-model of
an UML diagram.

Table B.1: Overview on UML Structure Diagrams

Table B.2: Overview on UML Behavior Diagrams

Diagram Type Description
Activity Diagram An activity diagram shows the steps of a work flow that is

executed within a dedicated system part (→ Section B.4).
Message Sequence Diagram A message sequence chart shows the interaction between

different parts of a structure diagram, e.g. between different
objects.

State Machine Diagram A state machine diagram models the states and the transi-
tions between states of a dedicated system part.

Interaction Overview Diagram An interaction overview diagram shows the work flows of a
system that are conducted between different parties.

Use Case Diagram A use case diagram models the goals and interactions of
users with the system.

Communication Diagram A communication diagram is a combination of a class dia-
gram and an activity diagram.

Timing Diagram A timing diagram is a special message sequence diagram
that points out timing constraints.

UML. In addition, SysML extends UML regarding the collection and specification of require-
ments and test cases, which are necessary for the design of complex systems. SysML is for
example used for the specification of large systems like cars or airplanes. For this thesis UML
is sufficient. For more information on SysML it is referred to [sys10].
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Figure B.2: Example for a Class Diagram

B.2 Class Diagrams

B.2.1 Usage

A class diagram shows a fine-granular model of a system part. It uses classes, interfaces and
associations to describe the system part. A class represents a blueprint of an actual instantiation
of a dedicated part that provides self-contained functionality. It describes the provided attributes
and methods. An interface consists of a set of methods to describe functionality that is required
or provided by a class or component. It serves as a kind of contract between a client, which
requires the functionality, and a server, which provides the functionality. Figure B.2 shows an
example for a class diagram. The class diagram specifies an interface Filter Rule that specifies
two methods. The interface is implemented by the class UsageContext Filter, which has one
attribute of type String called UsageContext. In addition it provides a method GetUsageContext.
The class UsageContext Filter aggregates an object of class Category. Two specializations of
the class Category exist: Activation Rule and Usability Rule.

B.2.2 Differences to UML

Within this thesis, class diagrams are used to specify data models and to illustrate the com-
position of components. The main focus resides on the understandability of the diagrams.
Therefore, the complexity is reduced with respect to the number and types of the attributes
and with respect to the provided methods. There is no claim for completeness regarding the
class attributes and methods.
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<<component>>
Car

Port

Provided Interface

Required Interface

Stereotype

Component Name

Figure B.3: Example for a Simple Component Diagram

<<component>>
Engine Bay

<<component>>
Engine

<<component>>
Gear Box

Crankshaft
Interface

Gearshift
Interface

Provided Interface

Delegation Port

Delegation Interface

Interface Name

Figure B.4: Example for a Refined Component Diagram

B.3 Component Diagrams

B.3.1 Usage

Component diagrams are used to model complex software architectures. A component is a type
that consists of other components or of a set of classes. With component diagrams a hierarchical
refinement of the system can be achieved.

A component has a component name for identification and is qualified as component by the
stereotype “«component»” as shown in Figure B.3. It provides interfaces to other components
(indicated by the “ball” symbol) and requires interfaces provided by other components (indi-
cated by the “socket” symbol). The port construct allows the grouping of several interfaces
according to various criteria (e.g. stakeholder, categories) [BK03].

Figure B.4 shows that components are composed of internal components. The internal com-
ponents are as well connected by interfaces. Each interface is identified by an interface name.
External interfaces, which are realized by the internal components, are indicated by so called
delegation ports. A delegation port connects the port of the internal component to the out-
side. The port concept allows to group interfaces that are exposed by internal components. The
Engine Interface in Figure B.5 exposes functionality by using four internal interfaces.

B.3.2 Differences to UML

This thesis uses component diagrams slightly different. Originally, component diagrams are
used to illustrate the runtime state of components [CBB+10]. That means a component of a
specific type consists of instances of other components or classes, i.e. objects. With us, compo-
nent diagrams consist of other types of components. This thesis neglects the UML highlighting
of UML instances (ComponentName : ComponentType), because it is assumed that there is
exactly one instantiation of each subcomponent.
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<<component>>
Engine Bay

<<component>>
Engine

<<component>>
Gear Box

Control
Interface

Feedback
Interface

Feedback
Interface

Control
Interface

usesuses

Engine
Interface

Figure B.5: Example for Composition Diagram with Complex Interfaces

Figure B.6: Example for an Activity Diagram

Moreover, dotted rectangles, around sets of interfaces, indicate interfaces that belong together.
Interfaces belong together in two cases: First, a matching combination of provided and required
interfaces is provided. Second, a component is providing and requiring the same interface.

B.4 Activity Diagrams

Figure B.6 shows an example for an activity diagram. An activity diagram starts with the start
node and terminates with the end node. All activities on the path from the start node to the end
node have to be carried out and represent the control flow. With activity diagrams, parallelism
can be modeled. The fork node splits the control flow and executes two different activities:
Activity 1 and Activity 2. The join node merges the two control flows upon completion of the
activities. An activity can be refined and may consist of several subactivities.

B.5 Modeling of Communication Protocols

This thesis modeled the structural view of communication protocols by means of component di-
agrams with corresponding interface definitions. The behavior is specified by means of message
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<<component>>
Client

<<component>>
Server

ClientServer
Interface

Component Diagram Class Diagram

<<interface>>
ClientServer

Interface

request(url String) : String

(a) Abstract View

<<component>>
Client

<<component>>
Server

ClientServer – Request
Interface

ClientServer – Response
Interface

Component Diagram Class Diagram

<<interface>>
ClientServer – Request

Interface

request(url String)

<<interface>>
ClientServer – Response

Interface

response(answer String)

(b) Refined View

Figure B.7: Component and Class Diagram for Protocol Modeling Example

sequence diagrams and activity diagrams. In the following, this section illustrates the applied
refinement procedure to deal with the characteristics of distributed systems that are different
from local procedure calls. The addressed characteristics of distributed systems are:

- Message Loss: A message might be lost on the communication channel or by the sender
itself.

- Delay: A message might be delayed on the communicaton channel or the response of the
sender might delayed.

In consequence, it is necessary to model communication protocols as the asynchronous ex-
change of messages. That means each method call is equivalent to the sending of a message.

Figure B.7 shows the applied process to refine an interface in order to cope with asynchronity
[BD11]. The component diagram of Figure B.7(a) shows the components that communicate
by using the Client Server Interface across a network. The Server offers the interface, which is
required by the Client. Details on the interface are contained in the corresponding class diagram.

Figure B.7(b) refines Figure B.7(a) by splitting the Client Server Interface into two separate
interfaces. The Client Server Request Interface is used by the client to submit the request. In
contrast, the Client Server Response Interface, which is provided by the client, is used by the
server to respond to the request.

The diagrams of Figure B.7 do not impose any constraints on the order of method calls. There-
fore, the behavioral view has to specify the correct order for the exchange of messages. Fig-
ure B.8 uses activity diagrams to specify the order of the exchanged messages. Exchanged
messages are modeled by so called signals that interconnect the client with the server. In con-
trast to conventional SDL diagrams, only activities exist. That means states are not explicitly
modeled. For example the server waits until the signal request(String url) is received.
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Figure B.8: Activity Diagram for Protocol Modeling Example
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