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Connection control and the realization of Intelligent Net-
work functions in digital networks is supported by com-
mon channel signalling based on the CCITT Signalling
System No.7. In this paper, a generic modelling ap-
proach for the signalling network is developed which
yields the loading of all network resources and the net-
work performance. The models are obtained considering
the signalling system protocol functions specified by the
CCITT, as well as the information flows through these

. functions. The approach allows the derivation of virtual .

- processor models, which, in a further step. are rnapped, :
onto the implementation according to individual archi-

""tectures Using these principles; ‘a SIgnallmg network

- planning tool has been developed. The capabilities of the

the new service Universal Personal Telecommumcahong
(UPT) is introduced addmonally to ]SDN and moblle
com mumcaﬂon serv1ces ; TR

planning tool are demonstrated by, an cxample, whcre -

Modellierung und Leistungsanalyse von
Zentralkanal-Signalisiernetzen

Die Verbindungssteuerung und die Einrichtung von Funk-
tionen des “Intelligent Network™ in digitalen Netzen wird
mit Hilfe der Zentralkanalsignalisierung auf der Basis des
CCITT-Signalisiersystems Nr. 7 realisiert. In diesem Artikel
wird ein generischer Modellierungsansatz fiir das Signal-
isiernetz entwickelt, tiber den die Auslastung von Netz-
komponenten und die Leistungsfahigkeit des Netzes ermit-
telt werden konnen. Die Modelle basieren direkt auf den
vom CCITT standardisierten Protokollfunktionen und den
Informationsflissen durch diese Funktionen. Der Ansatz
ermoglicht es, virtuelle Prozessormodelle anzugeben, die
in einem weiteren Schritt auf spezifische Implementierun-
gen abgebildet werden konnen. Darauf basierend wurde
ein Werkzeug zur Planung von Signalisiernetzen entwickelt.
Die Moglichkeiten dieses Werkzeugs werden anhand eines
Beispiels aufgezeigt, bei dem der neue Dienst “Universal
Personal Telecommunication” (UPT) zusitzlich zu ISDN-
und Mobilkommunikationsdiensten eingefithrt wird.

1. Introduction

Connection control and the realization of Intelligent
Network (IN) [2]-[4] functions in digital networks is
supported by common channel signalling based on the
CCITT Signalling System No. 7. The protocol architec-
ture of the signalling network was object of standard-
ization by the CCITT [5], and a set of recommendations
is available since the last decade. A good introduction
to the subject can be found in [6]-{10].

In the signalling network domain, a telecommuni-
cation service can be viewed as a number of packets
transmitted to and from the related nodes. The early
applications supported by the signalling network were
mostly circuit-related, e.g., voice services. A charac-
teristic of these services is the concentration of the
“signalling activity mainly in the connection set-up and
release phases.

The signalling network scenario became more com-
plex with the introduction of new services, such as
supplementary services, IN applications, mobile com-
munication services, and Universal Personal Telecom-
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munication (UPT). In these new services, there is also
an exchange of signalling information which is not re-
lated to the set-up of connections over the transport net-
work, e.g., database transactions or remote procedure
invocations. Here, signalling activities may be present
in any phase of a call or even when there is no call ac-
tive, e.g., in the procedure of keeping track of a mobile
subscriber location.

The introduction of these new services requires addi-
tional information to be transported over the signalling
network increasing the signalling network load. This
load increase may lead to a performance degradation of
the signalling network, which affects not only the Qual-
ity of Service (QOS) parameters of the new service, but
also the services already offered by the network.

In this article, a modelling approach which yields
the loading of all network resources and the network
performance is presented. These concepts have been
implemented in a planning tool suitable to support the
planning of new signalling networks according to given
service, load, and grade of service figures, or to detect
bottlenecks or possible deficiencies in case of resource
outages.

2. Signalling Network Planning Prob-
lems

The problems faced by the network planner in a
medium term is the balance between required capac-
ity, expected traffic, available budget, and target grade
of service to be achieved. In a medium term, the non-
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stationary behavior of the network, e.g., overload con-
trol and traffic burstiness, are not primarily subject of
the planning process, and the traffic variables may be
considered as mean values of a busy-hour call attempt.
For an already existing network, additional problems
arise from the introduction of new services. The user
behavior with respect to new services may be different
from that for the existing ones, and patterns of traffic
variation as well as Grade of Service (GOS) concepts
may also be different. In this case, a careful analysis
must be carried out directed to the new service as well
as to its impact on the currently supported services.
Within the signalling network domain, a telecom-
munication service is characterized by a number of
signalling messages exchanged between the involved
nodes. According to the service type, different network
capabilities may be required. As a result, changes of
the network load and, therefore, of the QOS parameters
may be caused by the introduction of a new service, by
variations in the traffic intensity of a particular service,
or by temporary outages. The various network compo-
nents are typically affected in the following way:
Links: The offered signalling link load per call may
change drastically with the introduction of new ser-
vice concepts. ‘
Signalling Points (SPs) and Signalling Transfer
Points (STPs): The increasing signalling traffic load
requires more processing capacity. Since this addi-

tional load may not be homogeneously distributed -

over all processes within an SP or STP, only some

processors may become overloaded.

Service Control Points (SCPs): Since the capacity of
an SCP is determined by the number and types of
transactions and by the offered functionality, the ef-
fect of the introduction of a new service can be es-
timated by the resource capacity required to process
the related transactions.

The complexity of the signalling network environ-
ment and its importance to the network have motivated
the development of various signalling network plan-
ning tools [1], [11]-[16]. These tools cover different
aspects of the signalling network planning, e.g., net-
work structure, dimensioning, costing, quality of ser-
vice, etc., and demonstrate the preoccupation with the
impact of the fast evolution of the signalling network
technology and of services on the network.

3. Signalling Network Protocol Archi-
tecture

The functional structure of Signalling System No.7 is
divided into the Network Service Part (NSP) and vari-
ous User Parts (UPs). According to the OSI Reference
Model, the NSP corresponds to the first three OSI Lay-
ers and provides a reliable message transfer service.
The upper OSI Layers are represented by the UPs.
The NSP consists of the Message Transfer Part
(MTP) and the Signalling Connection Control Part
(SCCP), while the UPs are the Telephone User Part
(TUP), the Integrated Services Digital Network User

Part (ISUP), the Data User Part (DUP), and the Trans-
action Capabilities (TC). The TC can be further sub-
divided into the Transaction Capabilities Application
Part (TCAP) and the Intermediate Service Part (ISP),
which is still empty. There is no agreement concerning
the national implementations of the UPs; some Operat-
ing Companies consider the functions of the TUP and
DUP as part of the ISUP [9], while others define a Na-
tional User Part (NUP) [17] or, e.g., a Handover User
Part (HUP) [18] for supporting mobile communication
services.

The MTP provides a simple datagram service, and its
addressing capabilities are limited to the identification
of a certain UP in one specific node. The SCCP extends
the MTP capabilities in order to identify a subsystem
of a UP or to translate an address that does not contain
MTP routing information (e.g., a Global Title).

The ISUP offers the signalling functions that are
necessary to support voice and non-voice applications
in an ISDN network. The TUP provides the call con-
trol functions for ordinary telephone calls. Since these
functions, as well as the data transport capabilities of
the DUP, are included in the ISUP, a tendency for sub-
stituting the TUP and DUP by the ISUP can be ob-
served. Finally, the TC provide a set of capabilitiesina
transaction-based and connectionless environment that
support applications which require remote procedure
calls or database queries.

4. Modelling Framework

The analysis of a real network initially requires a mod-
elling methodology able to represent the internal pro-
cesses of the protocols. The consideration of all mech-
anism of a complex protocol may create mathemati-
cal difficulties making the resulting model intractable.
In the literature, however, methodologies to deter-
mine analytically the throughput and delay behavior of
communication architectures may be found [19]-[24].
In [19]-[21], a method based on multiple chain product-
form queueing networks is proposed. Another approach
based on decomposition and aggregation techniques is
presented in [23], [24]. A comparison between some of
these methodologies can be found in [25].

4.1 Generic Submodels

The modelling methodology presented in [23], [24]
is used as baseline. Each submodel is derived di-
rectly from the CCITT functional specifications with
consideration of internal mechanisms such as seg-
menting/forking of messages and scheduling strategies,
thus, reflecting the internal behavior of the underlying
blocks. Hence, this approach is relatively independent
of specific implementations leading to a generic model
of the signalling network composed of generic sub-
models. The generic submodels are finally transformed
into realistic models where the actual assignment of
functional processes to real processors are taken into
account.
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Fig. 1. Message chain for the Dialogue Begin message.

The principles of this methodology can be explained
using the TCAP block as an example of derivation of a
generic submodel. According to [5, Fig. A-2a/Q.774],
the TCAP is composed of two subblocks: the Transac-
tion Sub-layer (TSL) and the Component Sub-layer.
The Component Sub-layer consists of the Dialogue
Handling (DHA) and Component Handling. The Com-
ponent Handling is further subdivided into the Com-
ponent Coordinator (CCO) and the Invocation State
Machine (ISM). From this, a processor model com-
prising four distinct processing phases (TSL, DHA,
CCO, and ISM) and four message input queues is de-
rived. Inside this submodel, there are different message
routing paths, i.e., message chains. As an example, the
message chain corresponding to an outgoing Dialogue
Begin message containing two Invoke components is
described below and depicted in Fig. 1.

e The primitive “TC-BEGIN req” received from the
TC User is processed by DHA. Any Invoke com-
ponents with the same Dialogue ID (in this case
two components) are then requested from the CCO
through a “request components” signal;

e The CCO processes the “request components” signal
and generates three outputs signal (fork): two “oper-
ation sent” signals to the ISM (one for each Invoke
component) and then one “requested components”
signal to the DHA,;

e Under reception of each of the two “operation sent”
signals, the ISM starts an invocation timer. No out-
put is generated (sink). The case of time-out can be
modelled by a message branching with the branching
probability given by the time-out probability;

e When the DHA receives the “requested compo-
nents” signal, it composes a “TR-BEGIN req” prim-
itive to the TSL;

e The TSL processes the “TR-BEGIN req” and re-
quests the service of the Signalling Connection Con-
trol Part (SCCP) through an “N-UNITDATA” prim-
itive.

The TCAP functional block is not restricted to the
Dialogue Begin message, and comprises a set of mes-
sages consisting of a combination of all possible types
for the transaction portion and component portion. The
representation of all these message chains requires the
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Fig. 2. Generic submodel for the TCAP functional block.

extension of the model depicted in Fig. 1 through ad-
ditional chains. The full model, which is depicted in
Fig. 2, is obtained by considering the set of all possible
message chains for the TCAP functional block.

The models for the functional blocks of the Levels
3 and 4 of the signalling network protocol architecture
(MTP Level 3, SCCP, and ISUP) are obtained in the
same way. The reader interested in more details about
these models is referred to [23], [24].

MTP Level 1 is simply modelled as an infinite server
with a service time representing the signalling link
propagation delay. The modelling approach described
before cannot be applied to the MTP Level 2 entities,
because they are closely coupled via the error correction
and flow control mechanisms on Level 2. Therefore, the
approach included in the CCITT recommendations is
adopted, where the corresponding queueing delay for-
mulas are given explicitly.

4.2 Complete Model

In order to embed all these models in a realistic en-
vironment, it is necessary to extend them by adding
traffic sources representing the traffic generated by the
users, traffic sinks, response times of exchanges and
users, database access delays, etc.

Abetter overview of a complete model for the Levels
3 and 4 can be obtained by representing the individual
submodels in a reduced form, as depicted in Fig. 3. In
this case, it is assumed that each functional block is im-
plemented in a single processor. In MTP Level 3, the
identified processes are the Message Discrimination
(HMDC), Message Distribution (HMDT), and Mes-
sage Routing (HMRT). The ISUP contains the Call
Processing Control Incoming (CPCI), Call Processing
Control Outgoing (CPCO), Message Distributing Con-
trol (MDSC), and Message Sending Control (MSDC).
The processes of the SCCP are the Connection Oriented
Control (SCOC), Connectionless Control (SCLC) and
Routing Control (SCRC) and since they are used in
both directions, transmitting and receiving, they can be
split in one processing phase for each direction.
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Fig. 3. Submodels for the functional blocks in an SP.

5. Analysis Outline

The complete model for the entire signalling network
includes extended queueing network elements like,
e.g., full-duplex flow-controlled links, priority proces-
sors, multiple-chain multiple-class traffic streams, seg-
menting and reassembling of messages, etc. The exact
analysis of such a large and complex system is far
beyond the current knowledge, and an approximation
based on a combined decomposition and aggregation
technique is used.

5.1 Decomposition and Aggregation

The principle of decomposition is to break up a com-
plex system into its subsystems in order to achieve a
reduction in the complexity of the whole system. This
assumption is valid if the interactions between the sub-
systems are largely dominated by the local interactions
inside each subsystem [26], [27]. This can be assumed
to be sufficiently satisfied in this case. The network is
decomposed into link sets, SPs, and STPs. Then, in the
second decomposition step, the link sets are further de-
composed into single signalling links, whereas the SPs
and STPs are decomposed into their submodels, i.e.,
MTP Level 3, SCCP, ISUP, and TCAP.

The basic idea behind the signalling traffic aggre-
gation is the observation that a particular subsystem
is shared by a large number of connections, and, be-

cause of this, message streams belonging to individual
connections need not be distinguished from the corre-
sponding aggregate traffic streams. The aggregate ar-
rival processes to each subsystem are approximated by
suitable point processes, e.g., Poisson processes.

5.2 Analysis of Submodels

The application of these principles allows the analysis
of each subsystem in isolation. For MTP Level 2, the
formulas given in Recommendation Q.706 [5] can be
used. The performance of models for the upper Levels
depends on additional factors like, e.g., the priority and
the distribution of the message processing times of each
process.

In the models for the remaining functional blocks
(MTP Level 3, SCCP, TCAP, and ISUP), a message
departing from one processing phase can be fed back
to another process in the same processor or even to
the same process. In addition, one message can be
forked or segmented upon feedback. This functionality
is implemented in the switching system software, and
a priority-based strategy is often used to schedule the
process execution. This leads to the classification of
the corresponding processor models into a rather gen-
eral class of M/GI/1 priority queueing systems with
feedback.

An exact analysis of the models of Levels 3 and 4
may become quite complex, but a mean value anal-
ysis, initially introduced in [28], is still possible in
most cases. Previous work has been done in the anal-
ysis of priority queueing systems in which a message
may feed back and change priority after having been
served [29]-[32]. An algorithm considering also bulk
arrivals, forking and branching of messages, and dif-
ferent preemption strategies is described in [30]. The
application of this algorithm results in a system of lin-
ear equations for the mean sojourn times of all message
chains in each process. The global performance results,
e.g., message transfer times or call set-up delays, are
obtained by composition of the submodel results.

6. A Planning Tool

Using the described methodology, a signalling network
planning tool has been implemented. This planning tool
takes into consideration the network configuration, the
routing plan, the impact of the individual messages on
the network components, the mix of scenarios, and the
traffic matrix.

6.1 Basic Concepts

The network configuration and the routing plan are
network-specific information, and include aspects re-
lated to the topology, equipment type, and routing strat-
egy. The impact of the individual messages on the net-
work components is obtained by a detailed description
of the unitary message load characteristics.
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The contribution of a message to the network load
comprises the message length and the sequence of vis-
ited processes in the network elements on the path be-
tween its origin and destination. The information about
the functional blocks visited by a message is obtained
from the SDL (Functional Specification and Descrip-
tion Language) diagrams of the CCITT specifications,
e.g., as shown in Fig. 1 for the TCAP Dialogue Begin
message. A catalogue with the description for a large
number of messages is avaliable, and the user just has
to provide the message length and the processing time
on each process of the underlying implementation.

The messages are used to compose the mix of sce-
narios representing the services supported by the net-
work. It should be noted that even a single service may
generate a set of subscenarios, e.g., a normal ISDN
voice call consists of at least three subscenarios, i.e., a
successful call, no answer, and destination subscriber
busy. Each one of these subscenarios corresponds to a
distinct message exchange over the signalling network
and must be considered individually. The traffic matrix
gives the amount of call attempts per second between
two local exchanges. The execution of the tool can be
divided into two main steps:

6.2 Message Flow Analysis

The analysis of the signalling network is started with a
message flow analysis from given data about the net-
work configuration, routing plan, mix of services types,
and a traffic origination-destination matrix. This mes-
sage flow analysis yields the message flow rates on
each transmission or processing resource with respect
to all message types. From message length and process-
ing time distributions, the resource utilizations follow
straightforwardly. In order to provide a better survey
on the impact of the introduction of a new service, the
load information is given with respect to each scenario
at this stage of the analysis.

6.3 Performance Analysis

In a multivendor environment, the implementation of
the functional blocks among the processors may not be
the same for all SPs and STPs. For example, in a dis-
tributed SP architecture each functional block may be
implemented in isolated processors, while in a central-
ized one, various functional blocks may share the same
processor. The tool provides the user with the flexibility
of defining her or his own architecture with arbitrary
distributions of functional blocks among processors.
The analysis of the processor models requires the pri-
ority assignments of the processing phases within each
processor. This priority assignment represents one of
the parameters that determine the sojourn time for a
particular message type. Depending on the-priority as-
signment and traffic load, the differences between the
sojourn times of distinct message types can be signifi-
cant. Furthermore, the processor can be overloaded for
some message types, but still be able to process higher

priority messages; such a behavior is typical for priority
systems.

With the remarks above, the user is required to pro-
vide — for each SP, SCP, and STP along the path —
the number of processors and the distribution of the
functional blocks between them. For each processor,
the number of units and the priority assignment of the
processing phases are also necessary.

These input data and the individual message arrival
rates for each submodel obtained from the traffic flow
analysis are then used to carry out a performance analy-
sis for the submodels. In the cases, where there is more
than one processing unitavailable, it is assumed that the
incoming traffic is homogeneously distributed between
the units. The mean sojourn times for the individual
message chains are calculated using the algorithm de-
scribed in [30].

The end-to-end transfer time of a particular message
is computed by the summation of the individual trans-
fer times, sojourn times, and other delays along the
path through the network. As in the message flow anal-
ysis, this is again done by routines working with the
network topology and routing strategy. With the end-
to-end transfer time of a particular message sequence, it
is possible to evaluate response delay parameters, such
as connection set-up delays, data transfer delays, and
database query delays.

7. A UPT Case Study

In this section, a simplified case study is provided to
demonstrate the capabilities of the described planning
tool. The introduction of the UPT service in a network
supporting ISDN and PLMN is considered.

The UPT is a new service concept that improves sub-
scriber mobility by deattaching the subscriber identity
from the terminal identity. A UPT subscriber can regis-
ter on specific access points across different networks
(PSTN, ISDN, or PLMN) and can be reached by di-
alling her or his Personal Telecommunication Number
(PTN). In an access point, the UPT subscriber can ini-
tiate calls, and the charge is provided on the basis of
the PTN. According to the CCITT view [33], [34], the
elements of the UPT functional architecture comprise
a Registration Point (RP) for storage of dynamic and
static data, a Call Routing Point (CRP) for UPT call
handling, and an Access Point (AP) through which the
subscriber utilizes the service.

7.1 Network Structure

The network topology depicted in Fig. 4 is considered.
On the highest hierarchical level (level 1) there are
three interconnected STPs. The next hierarchical level
(level 2) contains 2 transit SPs of the ISDN subnetwork
and 1 Gateway Mobile Switching Center (GMSC) for
the PLMN. Under the transit SPs there are three SPs
of the lowest level (level 3). Three Mobile Switching
Centers (MSCs) are linked to the GMSC. Each link set
consists of 4 links in the highest level and 2 links in the
remainder of the network. The transmission capacity
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Fig. 4. Structure of the example network.

of each link is 64 kbit/s, and the propagation delay is
5 ms. The routing is assumed to be strictly hierarchical.

The information related to the UPT RP functionality
is stored in an SCP connected to the STP identified by
the code “100”. For the PLMN, the Visitor Location
Register (VLR) is integrated into the MSC, and the
Home Location Register (HLR) is centralized in an
SCP linked to the STP with code “300”.

7.2 Service Mix and Network Data

The ISDN and PLMN voice services are in operation
in the example network. The typical scenarios for these
services can be classified into three subgroups: normal
call, subscriber busy, and no answer. Each service com-
prises 70% successful calls, 20% subscriber busy, and
10% no answer. The PLMN total traffic corresponds to
10% of the ISDN total traffic. .

The composition of the mobility-related signalling
scenarios in the PLMN requires some assumptions to
be made: at location update, the user is identified by her
or his International Mobile Subscriber Identity (IMSI)
instead of the Temporary Mobile Subscriber Identity
(TMSI), which avoids an additional query to the old
VLR; the VLR has the necessary information to ma-
nipulate an outgoing call; the HLR knows the Mobile
Station Roaming Number (MSRN), etc. The considera-
tion of all transactions produces a spectrum of messages
generally with different message lengths. In order to
simplify the example, the transaction-related messages
were divided into two subgroups, i.e., short and long
messages, according to the amount of information. A
database query in one of the SCPs consumes 200 ms.
The message types and their corresponding lengths are
listed in Table 1.

The traffic between the ISDN and PLMN subnet-
works is assumed to be unbalanced and characterized
as follow: 5% of the ISDN traffic is directed to the
PLMN, and 95% of the PLMN traffic is homogeneously
distributed between the ISDN nodes.

The generated traffic corresponding to the support of
the mobility procedures is a function of some network
characteristics, e.g., cell size, ground topology, sub-
scriber moving speed, etc. In this example, a simplified
stationary approach is considered, with a PLMN sub-

Table 1. Messages considered in the example (A, B, and C refer,
respectively, to ISDN, PLMN, and UPT; message lengths are in
byte).

Type Designation Length
A|B|C
TAM | Initial address message 59 | 65 | 70
ACM | Address complete message | 17 | 17 | 17
ANM | Answer message 15 1 15 | 15
REL | Release message 19 119 | 19
RLC | Release complete message | 14 | 14 | 14
INV1 | Invoke message (short) - 12025
RES!1 | Response message (short) - 13|35
INV2 | Invoke message (long) - 140 | 45
RES2 | Response message (long) - | 60 | 65

scriber generating a location update request for each
call, and a handover being performed in 30% of the
calls. Subsequent handovers are not taken into account.

With the introduction of the UPT concept, it is also
necessary to differentiate between the calls destined
to from those originated from a UPT user currently
registered in an ISDN or PLMN terminal. A percentage
of the ISDN or PLMN traffic is substituted by the UPT
service. The traffic between UPT users is considered to
be negligible.

It is assumed that the UPT functions are merged into
normal ISDN/PLMN call set-up, e.g., by including new
UPT information in the related messages. The user is
authenticated on registration, deregistration, incoming
calls, and outgoing calls. The storage of the UPT au-
thentication information is centralized in the UPT-SCP.

The comparison between the different possibilities
of physical implementation of the SS7 functionality
is beyond the scope of this work. In this example, an
arbitrary architecture has been chosen, where the MTP
and SCCP are implemented in the same processor. The
ISUP and TCAP functions are assumed to be performed
by isolated processors.

The priority strategy of the processors is non-
preemptive. The priority assignment for the processes
in a decreasing order of priority is:

ISUP processor: MSDC, CPCO, CPCI, and MDSC.
TCAP processor: TSL, DHA, CCO, and ISM.

MTP and SCCP processor: HMDC, HMDT, HMRT,
SCLC-(R), SCLC~(T), SCRC-(R), and SCRC(T).

The database query is performed using the TC. The
processing times in the TCAP block of an SP are as-
sumed to be 2ms for the DHA, and 1.5ms, 1 ms, and
0.5 ms for the CCO, TSL, and ISM, respectively. All
processes of the SCCP have a processing time of 1 ms.
For the ISUP, the processing time is 1 ms for the CPCI
and CPCO, and 0.5 ms for the MSDC and MDSC. In the
MTP, the processing time for a message in the HMDT
and HMRT is 1 ms, and 0.5 ms in the HMDC.
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Fig. 5. Analysis and simulation results for an MSC.

7.3 Accuracy

Before evaluating the network parameters, the accuracy
of the adopted modelling approach has to be checked
through a simulation study. A good agreement between
analysis and simulation results suggests that the as-
sumptions of the analysis do not introduce significant
errors. Simulations were performed with 10 “batches”,
each simulating 90 seconds of an MSC. The warm-
up phase comprised 60 seconds. The input data were
obtained from the output data of the message flow anal-
ysis. This information was taken as input data for the
signalling point analysis, i.e., the arrival rate of all mes-
sages destined to, originated from, and passing through
the underlying node. The analysis and simulation re-
sults for the sojourn time in an MSC of an incoming
TCAP Begin message with an Invoke Component and
an incoming TCAP End message with a Result Com-
ponent is shown in Fig. 5. The results are depicted with
the call attempt loading normalized with respect to the
maximum call attempt loading of the underlying MSC.

The difference between the sojourn times of the mes-
sages results from the fact that the incoming TCAP Be-
gin message is not processed by the ISM process. The
assignment of the lowest priority to the ISM implies
that a message in the ISM must wait until the queues
of all the remaining processes are empty, and the prob-
ability that this is true decreases with increasing load.
This example illustrates a case where a processor is al-
most overloaded for a particular message type, while it
continues to operate normally for other message types.

The total CPU time for the simulation run of a single
load case was about 75 minutes, contrasting with the
50 seconds consumed for the analysis, both on a Mi-
croVAX 3600. The computer resources required by the
simulation highlights the limited applicability of the
simulation techniques to large signalling networks.

Fig. 6. Influence of the UPT concept on the ISDN-PLMN call
set-up delay.

7.4 Results

Firstly, the impact of the introduction of the UPT con-
cept on both networks is studied. The UPT concept
is introduced in a limited basis, and the parameter of
interest is the connection set-up time between ISDN
and PLMN. The results for a substitution of 3% and
5% of the voice service of the ISDN and PLMN are
depicted in Fig. 6. The call attempt loading is normal-
ized with respect to the maximum call attempt loading
of the network carrying only ISDN and PLMN voice
services.

The introduction of the UPT concept and the support
of the mobility functions like, e.g., call routing, reg-
istration, authentication, etc., represent an additional
load for the signalling network in the form of transac-
tions to retrieve the necessary information. This load
is not homogeneously distributed on the network and
varies with the amount of introduced UPT services. In
the cases of no UPT and 3% UPT service, the bot-
tlenecks are located in the ISUP block of the transit
ISDN-SP and in the ISUP block of the GMSC, respec-
tively. For an introduction of 5% UPT traffic, however,
the overload situation is observed in the TCAP block
of the UPT-SCP. The QOS parameters of the existing
ISDN and PLMN services are also affected by the UPT
introduction.

The complexity of these new scenarios and the cor-
responding effect on the call routing, the number of
database queries, the signalling network load, and the
set-up times suggest the use of alternative architectures.
These alternative architectures should consider factors
like, e.g., database to database interactions, integration
of databases, or allocation of IN functionality into the
MSC.

The individual message transfer time between two
nodes allows the computation of the delay involved
in the exchange of any message sequence. With this
information, there are various parameters of interest
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Fig. 7. Connection set-up delay from a UPT user registered in
ISDN to a PLMN user.

that can be evaluated. The results corresponding to the
connection set-up time for a call originated from a UPT
user registered in the ISDN to a PLMN user is shown
in Fig. 7.

The shape of the curves in Fig. 7 differs from those
obtained for the connection set-up between ISDN and
PLMN. This difference is explained by the larger num-
ber of elements involved in the UPT scenario.

8. Conclusion

The results show that quality of service parameters of
future networks will be strongly influenced by the per-
formance of the signalling network. The introduction
of new services which require database interactions,
such as UPT services and mobile communication ser-
vices, will impact the signalling network performance,
e.g., the processing load of signalling points and the
end-to-end message transfer delays.

The presented modelling approach and the consid-
eration of physical implementation aspects, such as
the distribution of the processes among processors
and priority assignment, cover important characteris-
tics present in a multivendor environment. This mod-
elling framework has been implemented in a tool suit-
able to support the planning of new signalling networks
according to given service, load, and grade of service
figures, or to detect bottlenecks or possible deficiencies
in case of resource outages.
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