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Abstract—Network Functions Virtualization (NFV) is a recent
industrial trend which gains a lot of attention from telecom op-
erators and vendors. The NFV concept delivers network services
using commercial off-the-shelf hardware and IT virtualization
technologies, thus virtualizing entire classes of network node
functions. Traditional and recent data-center architectures are
mostly built and optimized for data storage or web based
applications. However, NFV type applications have different char-
acteristics with respect to network load and needed computing
capacity, which may impact the data-center design. Therefore
in this paper, we are motivated to model the characteristics of
NFV type applications and investigate the suitability of current
data-center architectures for such new applications.

I. INTRODUCTION

Network Functions Virtualization (NFV) is an emerging
network architecture concept to virtualize network functions
like firewalls, gateways, or carrier grade Network Address
Translation (NAT). These are implemented as software on
industry standard high volume servers, switches and stor-
age using IT virtualization technologies into building blocks.
These blocks may be connected together in the form of
Virtualized Network Function (VNF) service chains to create
network services. Such an approach promises to reduce Capital
Expenditure (CAPEX) and Operational Expenditure (OPEX)
for service deployment. Moreover, it can also reduce the time
to market. Further it delivers agility and flexibility by quickly
scaling up or down services to address changing demands and
supporting innovation by enabling services to be delivered as
software on any industry-standard server hardware [1].

Today’s data-centers (DCs) are mostly designed for services
where the amount of external traffic (arriving at the data-
center) and the resulting traffic internal to the data-center
are different. Examples are outward facing services like web
type applications, or internal computing like search index
calculation and data analytics, where small requests can trigger
large amounts of internal communication. In comparison, NFV
type applications are data intensive and require the processing
of traffic streams. Here, the external traffic and the data-center
internal traffic are at the comparable magnitude. For telecom
grade clouds/DC hosting NFV type applications, there are four
fundamental differentiating factors that need to be considered:
locality, SLA management, security and trust management and
the usage of inter-cloud technologies [2].
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To the best of our knowledge, this work is one of the first
efforts to examine the suitability of DC architectures for NFV
type applications. After explaining the VNF characteristics
and analyzing their differences to the web service different
existing DC topologies are examined for NFV deployment
in DC via simulations. The goal is to understand the DC
topology influence, resource requirement, etc. for VNF chain
deployment in a DC environment based on this we make
recommendations on how to optimize DC architectures in
order to support NFV-type workloads.

In the following sections, we first explain the related work in
Section II, and then introduce the involved system components
in Section III. The VNF service chain placement algorithms
are introduced in Section IV, and the performance analysis
for different type of DCs for VNF service chain placement is
introduced in Section V. Finally, we will conclude our work
in Section VI.

II. RELATED WORK

An NFV type application can be implemented as one virtual
network function, or it can be implemented as a chain of
VNFs. The sequence of these makes up a VNF forwarding
graph, and we assume that the VNFs are run in individual
Virtual Machines (VMs). Thus, VM placement plays a crucial
role in the layout of a VNF in a data-center, and this has been
investigated in many works. For instance in [3], Meng et al.,
considered VM placement with the objective of minimizing
the communication cost using traffic-aware VM placement to
improve the network scalability. By optimizing the placement
of VMs on servers, traffic patterns among VMs can be better
aligned with the communication distance between them, e.g.
VMs with large mutual bandwidth usage are assigned to
servers in close proximity. A comparative analysis on the
impact of the traffic patterns and the network architectures
(traditional DCs and recently proposed DC architectures like
VL2, Fat-Tree and BCube) on the potential performance gain
of traffic-aware VM placement was done. One result is that if
a DC is devoted to just one application with a homogeneous
traffic pattern among VMs, such as a map-reduce type of
workload, then traffic-aware placement of the VMs provides
little improvements. The results only indicate that a BCube
architecture can greatly benefit in terms of its scalability with
traffic-aware VM placement, while the VL2 sees the smallest
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benefit. The work from [4] addresses a real-time VM allocation
problem for DC, which expands the technique of Markov
approximation. They solve a joint tenant placement and route
selection problem by exploiting multi-path routing capabilities
and dynamic VM migration. In [5], two DC architectures are
evaluated, FiConn and Fat-Tree, for usage of a three tier web
service application in a virtualized environment. Similar to our
work they use a local VM placement and compare it with a
service fragmentation. Further they perform tests with failure
resilience. They observe several fundamental characteristics
like Fat-Tree shows less impact on the placement scheme.
Being different from the above work, this paper focuses on
the resource placement for NFV type applications in DCs with
various architectures.

III. SYSTEM MODELING
A. Data-center topologies

Many different data-center (DC) topologies have been pro-
posed in the literature. Our goal is to find a topology that
minimizes the cost to deploy NFV type applications. We first
introduce the general parameters for a DC before we explain
the DC topologies.
The entire DC can be modeled as a graph which consists
of vertices and edges. The vertices represent switching nodes,
i.e. core switch, aggregation switch and top of rack switches
(ToR), and servers. The edges represent physical links between
servers and switching nodes. Each server can be used to host
one or multiple VMs. We assume that all servers have the
same configuration in terms of CPUs, RAM and storage. In
theory, the ToR switch should be capable to support bandwidth
of all the servers, and the aggregation switch should support
the bandwidth of all the racks connected under it. In practice
if this is not the case, over-subscription is considered, which
refers to a point of bandwidth consolidation where the ingress
bandwidth is greater than the egress bandwidth.
The following DC topologies we are considering for our
analysis.
« Two-tier tree architecture as shown in Figure 1(a)
o Three-tier tree architecture as shown in Figure 1(b)
o Fat-Tree topology as shown in Figure 1(c) is a three-tier
architecture that uses Clos topology [6].

¢ BCube as shown in Figure 1(d) is a recursively defined
structure and uses servers and switches for packet for-
warding [7].

o DCell as shown in Figure 1(e) is also defined recursively
and uses servers and switches for packet forwarding [8].

B. Cost Modeling

Switch and server costs are important factors to investigate
DC topologies in terms of cost. However, it is not straightfor-
ward to obtain public information for such parameters directly.
Therefore, we use assumptions and further analysis based
on available vendor data, e.g. [9], [10]. The switch cost are
different according to its corresponding speed interfaces, i.e.
10 GbE, 40 GbE or 100 GbE switch. We differentiate between
10 GbE ToR switches (monolithic architecture, up to 96 ports)
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Fig. 1. Data-center architectures

and 10 GbE modular switches (up to 2048 ports). For 10 GbE
ToR switches we chose per-port cost of 300 US$ (out of
the range 200-450 US$ found in vendor data). For 10 GbE
modular switches we chose per-port cost of 600 US$ (out
of 500-900 US$ [9], [10]). For 40 GbE the per-port cost are
usually 2-3 times higher than 10 GbE. We selected per-port
cost of 1500 US$ at a maximum port count of 512 for our
analysis. For 100 GbE we found a maximum port count of
192 and chose a per-port cost of 6000 US$. Based on the
assumption that switch port cost are independent of the port
count (up to the maximum port count) [11], it leads to a simple
linear relation between port count and switch cost. Figure 2
shows the result of this switch cost modeling.

In addition to the switch cost, we further model the server
cost. In order to highlight the bandwidth requirement for a
server, the server cost are modeled by two components: server
blade cost and server port cost. A server blade with ten cores
can be found starting at 3000 US$ !. For the different DC

Thttp://www.dell.com/us/business/p/poweredge-blade-servers, Sept. 2014
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topologies, 10 GbE and 40 GbE server ports are required.
For a 10 GbE server port cost are 150 US$ per port. For a
40 GbE server port cost are 500 US$ per port 2. For our DC
cost modeling we did not consider cabling cost as it can be
regarded as very small compared to the other cost components.

C. VNF Service Chain

VNF service chains provide typical network functions like
DPI, firewall, encryption and tunneling. Such application is
expected to process a large number of parallel flows, whereas
a flow is defined as all packets exchanged between two end-
systems that are located outside the DC. We assume that
different flows do not have inter-dependencies between each
other (e.g., the packets of one flow passing through our
application do not influence the treatment of packets from
another flow). If a VNF application needs to be run in a
chain of VMs, the internal topology among VMs defines the
sequence that a traffic flow passes through the DC. VNFs on
the VNF service chain are deployed independently on VMs,
which could be located on the same server or different servers.
The VNFs can be provided by the same VNF vendor or
different vendors. In the VNF service chain the flows need
to traverse the function in a specific order.

Depending on the running VNFs, the traffic flow passing
through a VM needs to be processed, for instance, the VM
might drop packets from the flow or add additional header
information to each packet. Thus, the output traffic load from
the VM may not be the same as the input traffic load.
However for simplicity reason, we assume that the traffic load
is constant in our study. Further low latency for processing the
data is needed, especially for mobile network functions.

IV. VNF SERVICE CHAIN EMBEDDING ALGORITHMS

The applied VNF Service Chain Placement (VSCP) strat-
egy plays an important role in terms of consumed comput-
ing/storage resource and internal bandwidth of a DC. Using
such strategies, we map the VNF service chain to the VM
level in a DC. The goal is to map as many VNF service chain
as possible in one DC to maximize operator’s revenue. As
the strategies how and where the operator will place the VNF
functions in the DC are still unknown today, we developed the
following three different VSCP strategies:

Zhttp://www.mellanoxstore.com/categories/adapters.html, Sept. 2014

A. Local VSCP

The idea of the local placement is to keep all the VMs
that run VNF application sub-functions as close as possible to
minimize the DC internal consumed bandwidth. All the servers
in a DC are assigned unique identifiers (ID) according to their
location in the topology, e.g. server 1 is next or closest to
server 2. A list is maintained with available servers, meaning,
available VMs for service embedding. The available servers
are sorted according to their IDs in increasing order. The server
on the list top is selected for mapping a VNF service chain.
If the resource on the selected server is not enough, the next
server on the list is selected. For the link mapping, for instance,
how to route the traffic within a DC if it is necessary, the
shortest path algorithm is used.

B. Random VSCP

For this strategy a VM in the DC is chosen randomly to
embed a function of a VNF service chain. The VMs can thus
be on the same server or on different servers.

C. VNF Vendor Based VSCP

A VNF service chain may contain VNFs provided by differ-
ent vendors, for instance, DPI from company A and tunneling
from company B. In this scenario, to ensure full isolation of
VNFs from different vendors and avoid the potential influence
from the hypervisor and also security concerns, the servers
can be pooled or clustered [12]. To cover this use case,
we introduce a vendor based VSCP strategy: a server only
contains VMs from a single vendor, however, they are allowed
to be on the same rack. Notwithstanding, the VMs on the same
chain should be placed as close as possible to the others in the
VNF chain. Thus, the nearest server/nearest rack is selected
via the lowest hop count between two servers. If two servers
have the same hop count, the one with the lower ID is chosen.

V. PERFORMANCE ANALYSIS OF DIFFERENT DC
TOPOLOGIES FOR NFV

In this section, we will examine the suitability and limita-
tions of the different DC topologies for NFV usage while also
comparing their cost via simulations.

A. Simulation setup

Our framework for analyzing the performance of the dif-
ferent DC topologies is custom-built and written in Java. The
following DC parameters and VNF chain parameters are used
in the simulations:

1) DC parameters: The DC size is determined by the
amount of servers, which is within the range [440, 16000].
Each server has 10 cores and can host up to 10 VMs. Each
VM can occupy one or multiple cores within a server.

The bandwidth allocation within a DC is shown in Table 1.
For the 2-/3-tier architectures (with 24 servers per rack), we
use four core switches, the links between the servers and the
ToR switches have a bandwidth of 10 Gbps and the links
between ToR, aggregation and core switches have a bandwidth
of 100 Gbps. For Fat-Tree the links between the servers and the
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TABLE I
DATA-CENTER BANDWIDTH PARAMETERS
DC bandwidth | server-ToR | aggregation core
2-tier 10 Gbps - 100 Gbps
3-tier 10 Gbps 100 Gbps 100 Gbps
Fat-Tree 10 Gbps 20 Gbps 20 Gbps
BCube 20 Gbps - 20 Gbps
DCell 20 Gbps - 20 Gbps

ToR switches are also 10 Gbps while the links between ToR,
aggregation and to core switches are 20 Gbps. For BCube,
each link has a bandwidth of 20 Gbps and we use k& = 1,
which makes it a 2 layer switch architecture. For DCell, each
link also has a bandwidth of 20 Gbps. To achieve 20 Gbps
bandwidth, two 10 GbE links are used together, for instance
by applying Ethernet link bundling.

2) VNF chain parameters: We assume that there are four
VNFs per VNF service chain. Each of the NFVs can be built
by up to 3 VMs in a row, meaning, it requires maximum 12
VMs in total to implement one VNF service chain. All the
VMs are connected one after one to form a service chain. The
incoming packets enter the VNF chain in the first VM and
traverse all the other VMs and leave the chain at the last VM.
We assume that the maximum traffic load can be processed
by a VNF service chain is 5 Gbps. If there are more than one
core switches in the DC, the incoming traffic will be routed
into and also out of the DC using the same core switch. We
assume that the required packet processing capability for each
VNF is a random number between 0.65 — 2 Gbps/core?.

Therefore, if one VNF requires 1 Gbps/core processing
capability, it needs a VM with 5 cores in order to process
5 Gbps incoming traffic.

B. Comparing of the cost of different DC topologies

First, we compare DCs with different topologies according
to the major cost components for DC CAPEX, i.e. switch and
server cost as shown in Figure 3. To compare the influence
of DC topology on the cost, the amount of servers in the
DCs is kept the same, and the total cost is calculated in order
to support these amounts of servers in different DCs. The 2-
tier architecture scales only to about 3500 servers. The 3-tier
architecture scales up to about 8000 servers. Here we have
configured the 3-tier architecture with no over-subscription
rate in the aggregation layer. The higher the over-subscription
rate, the lower the cost, will be. The DCell architecture shows
the lowest cost compared to the other DC topologies, the
reason of which is further investigated in Figure 4, which
depicts the switch cost in relation to the total cost: for BCube
and DCell the switch costs are less than the server cost in
relation to the total cost. In general, the server cost are more
than 50% of the total cost for all the DC topologies, among

30ne CPU core can forward 10 Gbps traffic in general [13]. For a typical
middlebox application (e.g., a Firewall) the throughput per CPU core is 2.8
Gbps for a packet size of 64 byte and 10 Gbps for a packet size of 1024
byte [13][14]. Other functions like carrier grade NAT, Software BRAS and
Intrusion Detection System have lower throughput, only about 1 to 1.7 Gbps
for a packet size of 64 byte. Packet forwarding via the servers like in BCube
and DCell is assumed with a rate of 10 Gbps per core [15].
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which, Fat-Tree has the highest proportion and the DCell has
the lowest. Therefore, the reason that the DCell architecture
shows the lowest cost compared to the other DC topologies is
because it requires the smallest number of switches among all
architectures, moreover, the switch cost used for DCell is much
cheaper than 2-/3-tier. The above results provide us a general
understanding about DC cost, and these DC architectures will
be evaluated in the next section for VNF chain embedding.

C. VNF chain embedding results

1) Impact of DC topologies: We begin our simulation with
short VNF chains: 4 VNFs per chain and each VNF uses
one VM, which means, one VNF service chain consists of
4 VMs. The input traffic for each chain is 5 Gbps. During one
simulation, we embed VNF service chain request one by one
(by using different VSCP strategies) in a DC until the DC does
not have enough resource to place further requests. Then we
determine the number of successfully embedded VNF chains
for each DC topology. Figure 5 and 6 show the results for
the local and random VSCP strategy, respectively. The x-axis
indicates the number of successful embedded VNF chains of
each DC topology and the y-axis expresses the cost. For small
scale DCs, the 2-/3- tier architectures has the cost advantage in
terms of the number of embedded VNF chains. However, 2-/3-
tier architectures are limited by the scalability issue. Further,
3-tier architecture with over-subscription in the aggregation
results in lower number of successful VNF chain embeddings.
For large scale DCs, Fat-Tree has the most successful number
of embedded VNF chains for the same number of servers in the
DC. It has also lower cost for the same number of embedded
VNF chains compared to DCell and BCube architecture for
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both local and random VSCP. The reason is that part of the
server computing resource is also used for packet forwarding
for BCube and DCell.

We also observe that for the random VSCP the DCell
performance decreases stronger than that of BCube. This is
because the traffic load in DCell is less imbalanced than
BCube: the level-O links carry much higher traffic than the
other links. As a result, the aggregate throughput of DCell is
smaller than that of BCube.

2) Impact of VSCP strategies: An example result is shown
in Figure 7 for the case of the Fat-Tree topology. The x-axis
indicates the number of servers in the DC topology and the y-
axis the number of successful embedded VNF chains. To test
the performance of the vendor based VSCP, we assume that
each VNF on the VNF service chain is from a different vendor
and has to be placed on a different server. The performance
of the vendor based VSCP strategy is closer to the local
strategy as the VNF functions are placed also locally close
but on different servers. We also simulated 2-/3-tier, BCube
and DCell using different VSCP strategies. The general results
trends are similar to Fat-Tree. For the random VSCP strategy,
the path within a DC tends to be longer than the local VSCP
for all DC topologies, which also results into more consumed
bandwidth and fewer embedded VNF service chains. The
difference between these two strategies gets bigger once the
scale of a DC becomes bigger, as for larger DC size the hop
count between the VMs becomes larger.

3) Impact of VNF service chain length: In Figure 8 the
amount of embedded VNF service chains is depicted for
the VNF chains with different length for DC with Fat-Tree
topology. In general, a longer VNF service chain requires more

8000

T T
local VSCP -~ T
7000 - random VSCP - -% - -

vendor VSCP —+—

6000
5000
4000
3000
2000
1000

Average number of embedded VNF chains

1
10000 12000 14000 16000

0

0 2000 4000 6000 8000

Number of servers

Fig. 7. Impact of VSCP strategies for Fat-Tree (with 5 Gbps chain capacity)

8000

4 VlMs Iocall ——
8 VMs local - -% -
12 VMs local %
6000 1 4 yMs random —-E3--
5000 H 8 VMs random —- -~
12 VMs random —&—

7000 H

4000
3000
2000

1000

Average number of embedded VNF chains

0 2000 4000 6000 8000

10000 12000 14000 16000

Number of servers

Fig. 8. Impact of VNF chain length for Fat-Tree (with 5 Gbps chain capacity)

computing and bandwidth resource from a DC. We compare an
8 VMs VNF chain with a 4 VMs one for the local VSCP, and
observe that the number of successful embedded VNF chains
is about half of the one with short VNF chain. For random
VSCP the number of successful embedded VNF chains is less
than half of the one with short VNF chain, which means that,
random VSCP has more impact on the VNF chain length.
For instance for a DC with size 16000 servers, using random
VSCP has 20% performance drop in terms of the number of
embedded chains with chain length 4 VMs, 26% drop for the
chains with 8 VMs and 28% for the chains with 12 VMs. The
reason is for the random VSCP with longer chain (e.g. 8 VMs)
the embedding path lengths get about twice as long as for the
short 4 VMs chain.

4) Impact of traffic load: The impact of different traffic
input into the VNF chains is examined in this part to see
if there is some performance advantage using smaller input
traffic loads. The VNF chain processing capability is varied
for 1 Gbps to 5 Gbps. Compared to 5 Gbps input traffic load,
the average hop count between two VMs in the VNF chain
is lower. If two VMs are on the same server the hop count
is zero. The total traffic load (sum of the input load of each
embedded VNF chains) is about the same for VNF service
chains with 1 Gbps and 5 Gbps input traffic.

We further investigate the VSCP strategy impact on top
of the VNF service chain capacity, the results are shown in
Figure 9. To be able to compare all DC topologies together,
we fix the number of server at around 3500. For all topologies,
the random VSCP can embed fewer VNF chains than the
local VSCP. This is because, when the random VSCP is
used, the aggregation links becomes the bottleneck of 3-tier
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architecture. For DCell the bottleneck are the links from server
to switch. However, such difference is very small (almost
no difference) for Fat-Tree and 2-tier when the VNF service
chain capacity has a low value, i.e. 1 Gbps. Once the VNF
service chain capacity is increased, meaning, there will be less
VNF embedding requests, the Fat-Tree and 2-tier also show
performance difference between random and local VSCP. The
reason is that for higher input traffic also more CPU cores are
required and for random VSCP it gets difficult to find servers
with enough unoccupied cores after several embedded VNF
chains. Therefore the CPU resources can not fully be utilized
and as result less VNF chains were embedded. We investigate
the Fat-Tree topology using local VSCP strategy. Using 1 Gbps
input for the VNF chain results in not exactly 5 times more
VNF chains as for the 5 Gbps input, which is about 2 to 5%
lower. However, the bandwidth usage in the DC is much lower
(about 60% lower). The reason is that with 1 Gbps input a 4
VMs service chain can always be embedded on an unoccupied
server, which does not require inter-DC packets forwarding.
However, this is not the case for 5 Gbps traffic load which
requires more cores as on unoccupied server can offer.

5) Impact of the number of servers per rack: Further, we
compared different number of servers (24, 48, or 96) per rack.
Due to the space limit, we take the 2-tier architecture as the
scenario for discussion. Increasing the rack size for 2-tier
architecture will result in a bigger DC scale, which means
that the rack size has a high influence on its corresponding
DC size. Four-core switches are used for the scenario 24 and
48 servers per rack, and eight-core switches are used for the
scenario 96 servers per rack. For 96 servers per rack the DC
can at least scale up to 16000 servers. We also consider an
alternative 2-tier architecture with 40 GbE links between ToR
and 8 core switches. For the other 2-tier configurations this
is not possible due to the limited number of server ports at
the switches. The performance is similar to the 2-tier with
24 servers for local VSCP and for the random VSCP the
larger rack size architecture have embedded about 3% less
VNF chains. However, the cost for the larger rack size 2-tier
architectures are a bit lower using bigger rack sizes as shown
in Figure 10.

We have also done simulation with different rack size for
3-tier architecture. The overall cost can be reduced by using
bigger rack size. However, the 3-tier architecture is more
influenced from the rack size, because the bigger the rack
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Fig. 10. Cost of 2-tier architecture with different number of servers per rack

size the more bandwidth is required in the aggregation links
to keep the over-subscription rate low. With bigger rack size
this gets difficult and therefore the performance decreased, few
number of VNF service chain could be embedded, especially
for the chains with long service chain length.

D. Summary and discussion

This section summarizes the DC impact factors to de-
ploy high traffic volume NFV type applications. The 2-tier
architecture performs well for VNF chains embedding with
corresponding low cost compared to the other DC topologies.
However, the number of ports per switch limits its scalability,
because every core switch is connected to every ToR switch.
For large DC size switches with high port numbers are
required, however, this does not always exist (e.g. 100 GbE
switches are only available with up to 192 ports). The 3-
tier architecture also indicates good cost performance for
VNF service chain embedding, however, it is not so robust
with the VSCP strategies like random placement. The 3-tier
architecture has a bandwidth bottleneck at the aggregation
layer, even with no over-subscription at this layer. Comparing
different over-subscription rates for 3-tier architecture, it shows
that it plays an important role in the performance of the VNF
chain embedding, i.e. low over-subscription rate results in
good performance but high cost. In contrast, the higher the
over-subscription rate, the lower the cost, which also results
in the lower amount of embedded VNF service chains. With
no or close to no over-subscription the performance of the
3-tier is similar to the 2-tier architecture and also shows the
scalability problem due to the limited number of port of the
switches.

Fat-Tree overcomes the bottleneck of conventional tree by
introducing more bandwidth into the switches near the root.
It is easy to scale up for large DC due to the low switch port
number. The Fat-Tree performs well in terms of robustness
when different VSCP strategies are applied for VNF chains
embedding. However, it has the highest cost compared to the
other DC topologies with the same number of servers because
of the high amount of required switches.

The performance of BCube is lower compared to Fat-Tree
and 2-tier architecture. The reason is the additional computing
resource needed for the servers to execute packets forwarding
instead of using switches for forwarding. It has a fully meshed
architecture which makes the cabling more difficult compared
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to the tree-based architecture (2-/3-tier and Fat-Tree). The
performance of DCell is lower than BCube. The reason is that,
compared to BCube, more forwarding is done at server level
for DCell, which also means that the links between servers and
switches are also easily overloaded. Further the fully meshed
structure makes the cabling even more difficult compared to
the BCube architecture, which makes DCell difficult to be
used for larger DCs. Also it is not straightforward to add
any number servers in the DC, because of the the double-
exponential growth of the servers in the network.

E. Recommendations for operators

The placement strategy is important for NFV type appli-
cation deployment according to different vendor’s policy and
preferences. However, it does not have a big impact in terms
of deployment cost. For lower input traffic (as e.g. 1 Gbps per
service chain) the random and local VSCP perform similar -
delivering nearly the same number of embedded VNF chains
with short chain length.

The DC topologies can be evaluated from many aspects
in terms of VNF service chain deployment. For instance, the
architecture that can support high resource utilization or lower
cost to construct such DC are preferred. Due to scalability
issues it is not straightforward to compare deployment cost
for NFV type applications for all type of DCs. The scenarios
for small scale DCs (less than 4000 servers) and for large
scale DCs (more than 8000 servers) have to be considered
separately. For small DCs the 2-tier architecture performs well
- while the Fat-Tree architecture performs well for large DCs
and can scale to very large server numbers.

VI. CONCLUSION

In this paper we have examined DC architectures to de-
ploy NFV type applications. We compared the cost of the
different architectures and their performance for embedding
VNF service chains. We showed the limitations of the different
DC architectures. Further we gave some recommendations for
future NFV type applications deployment in DCs. The*“best”
DC topology depends on the specific requirements of the
operators. However, in general we can say that 2-tier tree
architecture is a suitable solution for smaller size DC and the
Fat-Tree for large DC.
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