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Abstract— Today's upper-class passenger cars have variouslong maintenance time, which in turn leads to high costs.
interconnected electronic devices. Each device performs complexFor this reason, the software update time has to be reduced.
functions, enabled by software that can be stored in a flash pqneially in the multimedia and infotainment domain, ifis

memory. Of these, the devices in the multimedia and infotainment . S
domain contain by far the most software with a size in the order challenge to update the software in an acceptable time.isn th

of one Gbyte. In this domain, the devices are the performance Paper, we analyze algorithms that reduce the update time by

bottlenecks, not the communication systems. Throughout the simultaneous flash programming of several electronic @svic

vehicle life cycle, parts of the software have to be frequently those are interconnected by an in-vehicle bus system. So far

updated during maintenance. Today, the software of the devicds the updating of flash memories of several devices is done

updated in a consecutive manner. Due to performance bottlen&s .

caused by the affected devices, the update can take a long timeconsecutlvely. .

that leads to high costs. The update software is transferred from a source to a target
Therefore, the objective is to reduce the total update time by a device via networks that are mainly used for exchanging data

higher utilization of the common bus resource. In this paper, we of normal Operation_ In many cases, the source software is

introduce and investigate algorithms that update the software located on a device outside the car. For instance, during

of multiple devices simultaneously and evaluate the efficiency int thi ft . inlv | ted led
of these algorithms. We focus on scheduling algorithms on the maintenance this software IS mainly located on a so-calle

Application layer and the Logical Link Control (LLC) layer and ~ diagnostic testein the workshop. It is also possible that the
model the update process by means of Petri nets. Our studies software source is located closer to the target deviceidaart
show that it is most promising to combine a simple scheduling |arly in the multimedia and infotainment domain, this sint
ﬁ"f’gr:g"gr on the Application layer with Round Robin on the s often applied due to the need to provide a high bandwidth
yer. channel to the target devices. The current Mercedes-Benz
|. INTRODUCTION solution is to insert &Compact Disc(CD) that contains the
The number of interconnected electronic devices in todaygppropriate software into the CD player in the multimedia
upper-class passenger cars, also caldctronic Control and infotainment domain. All devices within this domain are
Units, has tremendously increased to more than 70. Most @dnnected to this CD player via a high-bandwidth bus system
the devices have an inner flash memory that stores softwafeat is calledMedia Oriented Systems TranspgMOST).
Nowadays, most innovations in automotive systems are di-Usually, the target devices are the performance bottleneck
rectly or indirectly enabled by software [1]. and not the bus system. The first reason for a target device’s
The observational Moore’s law states that the number pérformance limitation is the slowness of receiving datarir
transistors that can be inexpensively placed on an intedrathe bus system. In the case of MOST, the performance of
circuit is increasing exponentially. As we notice this lasv ithe connection between thextended Host Controlle(EHC)
also valid for sizes of flash memories. Therefore, the amouand theNetwork Interface Controlle(NIC) depends generally
of in-vehicle software stored in flash memories is incregsiron the requirements for normal operation. For instance, if
exponentially, too. a mobile phone interface device has to receive only control
Within a vehicle, the multimedia and infotainment domaikommands likeDIAL_.NUMBER or INCOMING_CALL, then
contains by far the most software. The actual software size dhe receiver's connection is realized cost-efficient. Efeare,
pends on the installed equipment. For instance, a full gmpdp the connection is narrowband in spite of the used high
multimedia and infotainment domain including navigatioagn bandwidth bus system MOST. Anyway, the actual benefit is
data is of the order of one Ghyte. the possibility to transmit the speech audio streams froen th
During maintenance, often parts of the vehicular softwaraobile phone interface device to an audio amplifier via MOST.
have to be updated. The large amount of data results inUadating the software of the mobile phone interface device
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via the narrowband receiver connection leads certainly tochannel, and administrative tasks. Therefore, MOST has a
low utilization of MOST, if there are no other additional dat data rate equal tal4.1 kHz * 64 = 8 bit =~ 22.6 Mbps.
exchange operations. However, the asynchronous channel can use in maximum
The second reason for the performance limitation of a targéé bytes per frame. The corresponding data rate is equal to
device is the slowness of flash memory deletion and writindg4.1 kHz % 36 % 8 bit ~ 12.7 Mbps.
The writing rates of flash memories used in the multimedia andThe presented MOST is a widespread, well-established
infotainment domain are of the order of 500 kbps. Howevemultimedia networking technology. Currently, there ar@e$
the maximum data rate of flash memories does not in genet@ldouble (or even to increase by factor six) the bandwidth
limit the writing performance. By using flash memories irby introducing appropriate technology extensions. A more
parallel, the writing rates can be increased. detailed description about MOST can be found in [2], [3].
The basic motivation for updating multiple devices simulta )
neously instead of consecutively is to reduce the total tqodg' MOST High Protocol
time by a higher utilization of the common bus resource. The MOST High Protocol (MHP) [4] is a reliable commu-
The remainder of this paper investigates algorithms tHatval nication protocol. In general, MHP is applied for updatihe t
simultaneous updating by scheduling partial activitiesinfjle software via an asynchronous channel. At first, a connection
software updates. The next section describes the relevArtween sender and receiver has to be established. Afgsyar
technologies, protocols, and processes that are needed tligr sender can transmit MHP packets to the receiver. Either
the software update. Section Ill presents the modeling ef thingle MHP packets or blocks that consist of multiple MHP
update process by means of Petri nets. In section IV thackets are acknowledged after their reception. Thergfore
relevant scheduling algorithms are explained and are atedu the receiver transmits an acknowledge packet to the sender.
in section V. Finally, a conclusion and outlook is given irFinally, the connection has to be released. The maximum
section VI. length of a packet transmitted over the asynchronous channe
is 1024 bytes. For transferring software update data on610
Il. TECHNICAL BASES bytes can be used for the payload. The protocol information
Currently, the protocol stack shown in Figure 1 could beontained in the header and trailer has always a length of 18
used in passenger cars for updating software in the muliemetytes. The transmission of a MHP packet that has a length of
and infotainment domain, e.g., in Mercedes-Benz cars. Th824 bytes needpl024/36] = 29 MOST frames. Therefore,
protocol stack comprises four major layers: MOST on thdae data rate for the payload decreaseg4¢.1/29 kHz)
Physical layer and th&ledium Access ContrdMAC) layer, 1006 * 8 bit ~ 12.2 Mbps.
the MOST High Protocobn theLogical Link Control(LLC) Furthermore, the data rate degrades due to MOST’s arbi-
layer, and thelnified Diagnostic ServicedJDS) on the Ap- tration mechanism. A sender has to wait at least four MOST
plication layer. Figure 1 shows the encapsulation of protocframes before sending a packet again. Therefore, the nbmina
data units, too. In the following subsections, the featuned data rate is equal t¢44.1/(29 + 4) kHz) * 1006 * 8 bit ~
mechanisms of the used protocols are described in mord.detH).8 Mbps.
The MHP connection handling does not influence this nom-
A. MOST inal data rate if the connection is established for an apyate
Media Oriented Systems TranspdMOST) [2], defined in long time.
1998 by a consortium of automobile manufactures and com- -~ . . )
ponent suppliers, is a serial communication system in@ndg: Unified Diagnostic Services
for transmitting audio and video data, burst-like data, and Unified Diagnostic Service@UDS) has been standardized
control data via, e.g., polymeric optical fibers. Particlyla by the ISO [5]. This standard defines diagnostic services for
in passenger cars, MOST is used to realize multimedia ar@hd vehicles including passenger cars. UDS is a protocol on
infotainment systems composed of, e.g., a CD-/DVD-playeghe Application layer.
a TV receiver, a navigation system, a mobile phone interfaceA target device inside a vehicle can offer these services,
device, an iPod interface device, and an audio amplifier &and a diagnostic tester, e.g., in the workshop, can callethes
a modular manner. MOST supports three types of chaservices. A service call is realized by a service request
nels: synchronous, asynchronous, and control channel. Thessage sent from diagnostic tester to a target devicer Afte
synchronous channel is used for transferring time-semsitiservice execution, the target device has to respond with a
streaming data. The asynchronous channel is mainly ussstvice response message. UDS defines this diagnosticeervi
for transporting burst data traffic (e.g., caused by Interneequest/response protocol as well as a diagnostic sersates
applications). It can be used for the software update, too.For software updates the target devices generally have to
The control channel is used for exchanging control messagdfer a so-calledTransfer Data ServiceBy this service, the
with low bandwidth requirements. A MOST system has software update data can be transferred to the target device
timing master that generates frames. The frame rate is lysudatach update software is segmented, and each segment is sent
44.1 kHz. Per frame, 64 bytes are subdivided into the thrée the payload of aTransfer Data Requestessage. After
channels synchronous channel, asynchronous channetpconeceipt of this message, the target device writes the segmen
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Fig. 1. Protocol stack and encapsulation of protocol daits dar software updates of electronic devices.

into the flash memory, and informs the tester about the saccesThe total update time is significantly affected by the dura-
of this operation by transmitting @ransfer Data Responsetion of the Actual-Update phase. The Pre-Update phase and
message. The UDS protocol can use the transport servi€ast-Update phase are negligible. Therefore, we analylze on
of MHP (see Figure 1). For this reason, a UDS messagetle period of the Actual-Update phase activities.

segmented in several MHP packets and transferred as one
MHP block. I1l. M ODELING SOFTWARE UPDATES

_ We use colored Petri nets in order to model the concurrency
D. Memory Types of a Device and synchronization of the software update activities. As a

Basically, an in-vehicle electronic device has differgmes result of the modeling, an evaluation of the efficiency of
of memory: There is volatil®andom Access MemofiRAM) several algorithms that schedule these activities is plessi
andRead Only MemoryROM). Software stored in the ROM Model on the Application Layer
can never be updated throughout the whole life time cycle
of a car. In theElectrically Erasable Programmable ROM As shown in Figure 2 the model is divided into three
(EEPROM) altering data (e.g. error messages) is stored- S¢farts: theDispatcher the Bus and theDevice A dispatcher,
ware stored in thelash memoryis persistent, too. In casemodeled by the transitionpispatcher, €aN be implemented in
of EEPROM and flash memory a new memory programmirgydiagnostic tester. It transmits segments to the targeteev

throughout the life time cycle of a car is possible. The transition tpispatcher fires when every input place
contains at least one token of the same color or an uncolored
E. Update Process token. Each color corresponds to an appropriate targeteevi

The software update of a single device can be divided 'il;1he firing models the actual transmission of a segment in the

three major phases: (Bre-Update phase(2) Actual-Update payload of a Transfer Data Request. The segments that tre sti

phase and (3) Post-Update phaseDuring the Pre-Update to be sent are represented by the colored tokens locatedeon th

: . SRR ) lace Pool. The number of segments (number of tokens) for
phase, a new diagnostic session is initiated by a d'agno%'é:vicei (COIOT ) iS fsen : = 55w i/Ssen.i |, WheTessw 1 is the
tester. Afterwards, the device’s hardware version and the, “ " Segf"th_e sgwr};eniegsfzéEver ﬁsr‘i’:’]’l oads
actual installed software version are detected. Furtheznibe Seg,i 9 ’ y 9

target device switches from normal operation mode into ttoogl removal of the appropriate colored token on the place

memory-programming mode and the diagnostic tester has tQThe placeSchedulerepresents the schedule. The tokens in

authenticate itself to the target device. .
. . . this place stand for the segments that are allowed to be sent
During the Actual-Update phase, the target device receives . . . L
n%xt according to the scheduling algorithm. After everynfiri

consecutive software segments and writes them into its fIa* L hext set of tokens for the blaccheduleis computed
memory. A segment is transferred to the device by at least opg P b ’

Transfer Data Request. Therefore, there is usually the neeqE tokens in the placReadyToReceiveymbolize by their

. . . color the devices that are ready to receive. As described in
to segment the update software. At first, a device receivgs y

packets of a segment and stores them in the RAM. Aftere previous .sect|on, a device |s.o.nly rgady for receiving a
Segment, if it is not busy because it is writing another segme

having completely received the segment, it is written frorlr}]to its flash memory.

RAM into the flash memory in one step. Thus, the segmentAS described in section 1I-C a diagnostic response actually

size is limited by the RAM size of the device. informs the dispatcher about the readiness for receivirg th
During the Post-Update phase, the device validates the P 9

updated software and its h|story. Finally, the device shatc IWe do not consider cuttings due to the segmentation of thevamt for
back to the normal operation mode. devicei into segments. For our analysis cuttings are negligible.
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Fig. 2. Petri net of the update activities on the Applicatiayer. Fig. 3. Refined Petri net of the update activities on the LL{zta

. . . Lo B. Model on the LLC Layer
next diagnostic request. In our model, this behavior iseepr _ _ _
sented by the migration of a token from plaBeviceBuffer ~ T0 take into account algorithms for scheduling MHP packets
to the placeReadyToReceiveTherefore, the model does noton the LLC layer, too, we have extended the previous model as
provide additional bus occupancy by a diagnostic respon§80wn in Figure 3. In this model, the tokens in the pl&cel
This is right because actually the response can be trarsmitfow represent MHP packets instead of software segments. The
via the control channel. In this case, no resources of tRgmber of MHP packets (number of tokens) for devi¢eolor

asynchronous channel are occupied. The time impact of)alS OPacketi = [5seg.i/SPacket] * Oseg,i, Where spacker has

Finally, a segment can only be transmitted if the bus E;ayload size of a MHP packet (see section II°B).

- ; ; Furthermore, the tokens in the pla@usBusyrepresents
idle. For this purpose, the pla®usldlecontains an uncolored .
token purp P MHP packets as well as the tokens in the plé&o®l. The

) acknowledgment of a MHP block is considered by means of
The bus is modeled by the two plad@asBusyandBusldle

i o o X " a properly later firing of the transitioty,s in case of the token
andd tlhe htlmbed transmoﬁgua. The firing of this trzfansmon that represents the last packet of a Diagnostic Request.
models the bus occupancy during a transmission of a segmentry g \ain extension concerns the device part. In a device,

The delay of the trapsrfmn de_pgnds_on the data rate of figp packets are received from the bus and at first are stored
MOST bus, the dewce_s receiving time of a segment, thﬁ the receiving buffer located on the NIC. This is modeled
segment size, and the sizes of the MHP packets. by the additional plac®eceivingBuffer
By firing ¢gus an uncolored token is generated on place The receiving buffer on a NIC can contain only one MHP
Busldle Furthermore, the colored token on the pI&BBusy packet per device. Therefore, the p|d§eceivingBuffe|C0n-
that stands for a segment migrates to the plaeeiceBuffer tains a maximum of one token per color. The receiving delay
There, this token represents the existence of a segmengin ;Qec‘i within a device is modeled by the timed transitiif..
RAM of a device that corresponds to its color. If there i%seé section I). Often, this time is caused by the EHC'’s polli
a token in the input plac®eviceBufferthe timed transition with a constant rate. By firing this transition a colored toke
tpevice fires. This means that the segment is written into the@igrates from placeReceivingBufferto place WritingBuffer
flash memory. After firing, the token migrates to the placeThis models the storing of the packet payload in the RAM.
ReadyToReceive As 500N aS[s5e/5pPacket | Packets (tokens with the same
As mentioned before a Transfer Data Request is transferrealor) are stored on the placReceivingBuffer the timed
as one MHP block. Note that the model already considers ttiansitiontyit. fires. This represents writing the reassembled
acknowledgment of the MHP block by a properly later firingegment into the flash memory. The writing tim&yite.i
of the transitiontg,s. depends on the segment sizg,,; and the writing rate of
the flash memory of device

3We do not consider cuttings due to the segmentation in packetsour
analysis cuttings are negligible.

2In this paper writing a segment into the flash memory includesesipus
deletion of the corresponding space of the flash memory.
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After sending a MHP packet to a device it is ready to receive 3) Weighted Round RobinGenerally, there are differences
again. This is modeled by an additional arc from transitioregarding to the single update times of the devices. Conse-
trec t0 placeReadyToReceive quently, there is always an update of a single device that

While writing a segment into flash memory, a device is naemains alone at the end. In order to decrease the total @ipdat
capable to receive packets. For this purpose, an additimeal time this device should be served more often at the beginning

links from placeReadyToReceiv® transitiontyyite. This is possible by introducing &Veighted Round Robin
(WRR) algorithm that prefers appropriate devices.
IV. SCHEDULING ALGORITHMS The following approach considers the number of segments

A Scheduling Algorithnfior updating software of in-vehicle ?ses.i for each device. The idea is to find an order pattern
electronic devices defines the schedule for the transmissfio that distributes the transmission of segments homogefgeous

diagnostic requests on the Application layer or MHP packets 1 neréfore, we introduce a numbey per device: with n; =
on the LLC layer, respectively. 1 as initial value for alli. We get the ratios; = fgeg,i/n;.

This section introduces several scheduling algorithms thEn€ dispatcher has to serve the devicaith maximumr;.

are then evaluated in section V. Due to the We"_knowﬁfterwards we increment; and repeat the calculation of the

parameters, for each algorithm the complete order of trqusmratios. Due to this repetition further devices have to beexbr

ting segments can be calculated before beginning the updat&©" instance, there are three devices with,; = 153,
process. Oseg,2 = 100, and fsez 3 = 67. In the first step the ratios

arer; = 153/1,ry = 100/1,73 = 67/1. We choose device
A. Consecutive 1. In the second step the ratios arg = 153/2,7o =

. S 100/1,r3 = 67/1. The maximum value ig, and therefore
The state of the art is to update the devices in aconsecuiwg choose device. In the next step the ratios ang —

manner and not simultaneously. In the former case eachceievick;):,)/2 rs — 100/2,r5 — 67/1. Now, the maximum value
is served completely one right after another. After all segta is.r — 153/2 and therefore we choose deviteagain. This

are se_“tt;co a c(ije\;lcde ilnd Wrﬁte?hmtg Its 1‘tl_f|;1_sht_rner_r1c>lry, tge ne&iborithm continues until all segments are transmittedeAf
one will be updated. Normally, the bus utilization 1S low doe o segments of a devicke are schedulea;, is set to infinite.

the slowness of packet reception and the slowness of writingIn addition, there is a special rule: The algorithm tries to

segments into the flash memory. swap contiguous elements in order to avoid direct conseeuti
transmissions for the same device.

4) Greedy: The idea of aGreedy algorithm is to make

On the Application layer, a scheduler knows the tranggways the choice that looks best at the moment [6]. In our
mission order of diagnostic requests containing the sofiwacgse, in each step the deviéewith the largest remainder
segments. update timemax{r;(u)} at time v will be served as next.

1) Immediate SendThe dispatcher that regards &mme- This remainder update time is calculated as
diate Sendscheduling is ready to send the next diagnostic
request immediately when a corresponding device is not busy

B. Scheduling on the Application Layer

by flash memory writing, but ready to receive. This means thatr; (u) = fseg i () <Twme’i 4 SSeai (TRec.i + Tﬁ.an&i))
the dispatcher actually has to wait for a diagnostic respons SPacket,i 1)
before it becomes ready to send the next diagnostic requegtii

It is possible that there is a duration between becoming "s;»dckct,ﬁrl8—‘ 4
the readiness to send and the actual sending due to the bus Tovansi = 36 7 o)
occupancy by the transmission of segments for other devices o 44.1 kHz

An Immediate Send scheduler is simply modeled in the whererry,,s; is the transmission time for one MHP packet.
Petri nets by the fact that the plaBehedulecontains always The applied MOST- and MHP-specific values are introduced
a token of each color. Consequently, the firing of transitioin section Il. The parameteik., ;(u) describes the remainder
tpispatcher d€peNds only on the states of the plaBesl and number of segments at time
ReadyToReceive During the calculation, the rule to swap contiguous elesment

2) Round Robin:The dispatcher transmits diagnostic rein the determined order as above mentioned has to be applied,
guests to each device in a periodically repeated orderr Aftetoo.
device is updated completely, it is deposited from Bmund )

Robin(RR) process. It is possible that the dispatcher is block&d Scheduling on the LLC Layer

if there is a diagnostic request to send to an already busyThe diagnostic application segments the software and moves
device. The blocking is broken as soon as the dispatchertli® segments down to the LLC layer. There, each segment is
informed about the readiness for receiving of this deviceabyencapsulated in a MHP block. The MHP is responsible for

diagnostic response. A RR scheduler is modeled by the faloe reliable transmission of every MHP packet of the block

that the placeSchedulecontains only one token at all times.to the target device. Interleaving of MHP blocks enables a

By each firing the color of the token is alternating. simultaneous transmission to multiple devices. This featu
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TABLE |
OVERVIEW OF THE PARAMETER SETS

Device SSW,i S3eg,i [Kbytes] TRec,i [MS] TWrite,i [MS]
[Mbytes] | S1 S22 S3 S4S1 S2 S3 S4 Si1 S.2 S.3 S.4
TV receiver 20 16 16 16 16| 15 15 10 15| 160.96 160.96 160.96 321.92
Navigation system (without map data) 20 16 64 16 16| 2 2 10 2 160.96 643.84  160.96 160.96
Mobile phone interface 1 16 1 16 16 | 10 10 10 10| 321.92 20.12 321.92 321.92
Audio amplifier 1 16 4 16 16| 10 10 10 10| 321.92 80.48 321.92  1287.68
8

iPod interface 1 16 16 16 | 10 10 10 10| 1287.68 643.84 1287.68  6438.4

TABLE Il

is actually realized by means of a MOST network driver )
TOTAL UPDATE TIME [MM:SS]

enhancement. Thereby, a RR strategy is applied to send MHP

packets to multiple devices simultaneously. In this contise Algorithm (Application layen | S.1 S2 S3 S4
RR is non-blocking. The available MHP blocks are examined ~Consecutive 16:00 16:00 17.01 2557
one by one and in each case a MHP packet is transmitted. ngediate Send 18582 ﬁf?g gfig 1252“2)
. C;ertamly, scheduling on the LLC layer is only app!u_:able WRR 937 10446 855  17:09
if diagnostic requests (software segments) on the Apjpdinat Greedy 9:15 10:32 8:146 15:40
layer are multiplexed. Therefore, a scheduling algorithmire
Application layer has to be applied. In this paper we simply TABLE il
apply Immediate Send TOTAL UPDATE TIME [MM:SS]
V. PERFORMANCEEVALUATION Algorithm (LLC Tayer) | S.1 S.2 S.3 S.4
The models described in section Il were implemented by ~ Consecutive 16:00 16:00 17:01  25:57
RR 854 854 711 12:20

CPNToold7]. This tool supports the analysis of timed, colored
Petri nets. As mentioned before, the scheduling algoritaras

implemented in the trans't'%isp?‘t.d‘ef that calculates a new The Immediate Send algorithm considers no parameters,
state of the plac&chedulewhile firing. hence applying it does not result in the shortest updatestime
We assume a multimedia and infotainment domain COF{]n- none F:)? )t/hegscenarios The RR algorithm Ieadsp mostly to
posed by five devices that have to be updated. The evaluation, ~ . . 9 Y
o ; . . undesired results because it only takes into account trex ofd
criterion is the obtained total update time. We define fo%ﬁ

scenarios$.1 - S.jiby varying the device parameters as liste e transmission of the segments. The WRR algorithm tries to

in Table I. chieve a fair distribution. In most cases, this trial iscassful

In all scenarios the both devices TV receiver and navigati(ih
system have by far the largest amount of update softwa t_aeS.l S.2 and S.4. However, S.3 shows that WRR can
erform worse than RR.

In S.1, the receiving performance of the navigation system Ps . .
. ap g Y In all scenarios, the WRR leads to an alternation between

the best, and the receiving performance of the TV receiver . the TV . dth iati ¢ The |
is the worst. Furthermore, the iPod interface device has tRe'VIng the receiver and the navigation system. The longe

worst flash memory writing time. Ir8.2 we vary only the receiving times of the navigation system3n3(10 ms instead

segment sizes. The other parameters are not changed. wg ms) leads to longer serving times. This means that the

means that in particular the writing rates of the flash memz)rid _R algontlr;n;)blocks f(;)rla Iongter tltmteheve(r; th(iugh aIfI :)r:heF;R
are unvaried. Ir8.3 we modify the receiving times to identical evices could be served. In contrast, the advantage ot the

values. Finally, inS.4we change the flash memory writingalgor'thm is that at least at the beginning all devices can be

times. In this scenario the flash memory of the iPod interfa@grved W|thou_t blocking. . .
device performs badly. The scenarios show that the implemented Greedy algorithm

The MHP packets carry always the maximum amouﬁli]at considers the remaining update time, is the best choice

: : t of the cases, although blocking can also occur. Due
of 1006 bytes. Therebyrrans; IS approximately 0.77 ms In Mos . . .
according to (2). However, we assume a transmission ti this blocking behavior, the Greedy algorithm and the RR

of 1 ms due to an additional delay of the transmission drive 9°Tithm even achieve i8.3the same total update time.

A. Algorithms on the Application layer B. Algorithms on the LLC layer

At first, the process of evaluation confirms our expectation The above mentioned scenarios are again used to evaluate
that any simultaneous update has a significant better perftire performance of the RR algorithm on the LLC layer. On
mance than a consecutive update. Furthermore, we see thatApplication layer the Immediate Send algorithm is agxhli
the more parameters an algorithm for a simultaneous upddgble Il lists the results for both the Consecutive aldorit
process takes into account, the more the total update tieued the RR algorithm on the LLC layer.
decreases. The main problem is to find a compromise betweetn all scenarios, the RR algorithm achieves the best results
them in order to decrease the update time as much as possibbenparison to scheduling algorithms on the Applicatiorelay

e devices. Therefore, there is often an unfair distrdoutf
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The reason is that the devices have large packet receivitggti the bottleneck. Therefore, updating devices simultangous
in comparison to the transmission times. Therefore, trdsmcan improve the performance significantly. In the next steps
ting packets of a segment consecutively causes frequent ke will investigate the software updates in further in-widi
idle times. The RR algorithm multiplexes packets for mugip networks.
devices and consequently reduces the bus idle times. The introduced scheduling algorithms can be used for
updating the full software that is stored in the flash memory
of a device as well as only parts of them. Updating parts of
The amount of in-vehicle software stored in flash memoriese software does not have an impact on the efficiency of
increases rapidly. Therefore, future software update® ltav the considered scheduling algorithms. An incremental tepda
be more efficient. In this paper, we investigated and evatliatprocess decreases only the software sizes. Methods tafident
scheduling algorithms that can be applied in order to reaglffected software parts are out of the focus of this paper. Fo
this aim. instance, they are considered as methods for version dontro
We described technologies, protocols and processes that aad configuration management in [10].
be used for updating software. In passenger cars MOST isn addition to a simultaneous software update, further
commonly used to interconnect devices in the multimedia antethods could be applied. For instance, the large amount of
infotainment domain. MHP supports a reliable transfer @f thsoftware can be reduced by using compression. In the future,
update data to the target devices via MOST. A target devige will focus on a hybrid approach that combines compression
generally offers a Transfer Data Service that is part of UD&nd simultaneous software updates.
in order to enable its updatability.
We analyzed scheduling algorithms working both on the ACKNOWLEDGMENTS
Application layer and on the LLC layer. The results show The authors would like to thank Michael Scharf for his
that the Greedy algorithm performs as best on the Applicatidielpful criticisms and suggestions.

V1. CONCLUSION AND OUTLOOK

layer. It has to take into account many parameters in order
to be efficient. However, in practice these parameters are
often critical because their values can substantially vangd 1
therefore be insignificant. For instance, the flash memory
writing rates vary due to impacts caused by, e.g., temperatu [2]
age, and rewrite frequency. Nevertheless, the total updaf&
time can be decreased by applying an intelligent scheduling
algorithm if the deviation of critical values is limited. [4]

The most promising approach is to apply a combinatiorBS]
of a simple algorithm for multiplexing diagnostics’ reqtes
on the Application layer (like Immediate Send) and RR on
the LLC layer. As shown in this paper, this combination lead$?!
commonly to short update times without concerning addéion 7]
parameters.

We consider the software update of electronic devices-intef?!
connected by MOST. Some conclusions seems to be valid for
other in-vehicle networks, too, e.@ontroller Area Networks [9]
(CAN) [8] and FlexRay[9] bus systems. For CAN and esPe g
cially FlexRay the devices and not the bus system are oftgsn
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