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Abstract—In today’s passenger-cars, a large number of affected. Then, an increasing number of ECUs and functions
electronic control units (ECUs) and functions are distributed ove  generated more and more traffic, thus scalability and easier
a multitude of bus systems (domains), connected via gateways. s qministration and management were ensured by separated
What was once thought of as a means to reduce complexity L ;
and facilitate management has become a new challenge with buses. ECUs Wer.e d'Str.'bUted among the.buses In a Wgy to
the increasing number of cross-domain functionalities, i.e. KE€p cross-domain traffic as low as possible. The functions
applications that exchange data over domain boundaries. were distributed among the ECUs in a way to keep overall
Gateways often become bottlenecks between buses (e.g. byraffic (even within a domain) as low as possible.
increasing latency) and in the case of Controller Area Network Today’s situation is characterised by a stagnating number

é%ﬁ:%iu:s?d t:;zvg?; ;)Cocs:S;um;r]gé?blems with respect to the of ECUs. Although manufacturers try to limit the number of

Therefore, the introduction of cross-domain functions increase  fUNctions to keep the complexity manageable, the necessity
the necessity for a thorough performance evaluation of to install innovative features to distinguish cars from the
the vehicles’ network architectures during the concept and competitors’ products (e.g., safety or comfort features) o
development phases. _  to satisfy new legal regulations, nevertheless leads to an

In this paper we analyse the impact of cross-domain increasing number of functions.

functionalities on automotive CAN system's performance, Manv functions affect components in different domains of
especially with respect to delay. The focus of our work is on y P

modelling, simulation, and analysis of the system. Therefore, we the vehicle. A classical example &peed-controlled volume
describe our models of ECUs, CAN buses, and gateways and(SCV): The wheel rotations per minute are measured by
how we used them to simulate a complete multi-domain CAN g sensor attached to an ECU in the chassis domain. This
system. Based on this, the _results of performance analysis within ecy calculates the speed and passes it on through one or
the gateway and the domains are presented. . h . .
two gateways (i.e., via one or two domains) to the audio
tuner which then adapts the volume — low at low speed,
I. INTRODUCTION high at high speed. A future novel feature could be map-
based car dynamics: the in-car navigation extracts inftona
Since the introduction o€Controller Area NetworKCAN)  about road bends or altitude change from the map and passes
systems into vehicles by Mercedes-Benz in 1992, the numhge information (again over gateways) on to the chassis or
of interconnectedlectronic Control Units(ECUSs) in passen- powertrain domain respectively [2]. There, the informatimn
ger cars has tremendously increased from less than ten ® migé used to support air suspension and braking (by increasing
than 70 in today’s upper-class cars. Shortly after intréaigic stored pressure before the bend) or gear shifting (before
the first CAN system, engineers already implemented physbsing momentum at a hill). Finally, vehicle state inforinat
cally separated CAN systems (domains) in a car, connectedvisually and/or acoustically displayed in today’s véédc
via gateways. Today's upper-class cars typically have éetw Display usually takes place in the telematics/entertaitme
5 and 6 CAN systems. domain, whereas the sources of the information are dig&ribu
The reasons for multi-domain systems were manifoldhroughout the other domains. On the other hand, many
vehicle domains with different emphasis on safety andb#étia functionalities located somewhere in the car can be cdatol
ity (i.e., powertrain, chassis, comfort, and telematicsgded via some central controller (e.g., a joystick-like devitmjated
to be kept separate. Design, development, and maintenance
were facilitated by grouping associated functionaliti@some 1some manufacturers deliberately implement buses containitg the
- CUs that are most likely to be destroyed in case of an accidénts, the
bus system. One of the main targets was to reduce complex|

h - icle’s more important buses still remain operational, dre\tehicle can
Furthermore, in case one bus fails, other buses were metmoved out of the danger zone.
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in the telematics/entertainment domain. B. CAN Bus

As a result, the separation of the domains will vanish CAN was developed in the 1980s by Robert Bosch GmbH,

even more and traffic through gateways will increase. One 8fGerman automotive supplier, as a communication bus for
the biggest issues is low-priority traffic from the telemoati . '

) . . S . . n-vehicle electronics. Bosch’s original specificatio®]ivas
domain. This traffic, originating from a Media OnentedS g P I

. - bmitted for int ti | standardization in 1991 arnerl
Systems Transport (MOST) ring where bandwidth and deI@ZC;nrln: anolrslcg i:gr? ég:‘; dz (?unmzrnt:szg ilrc])n[6|]n anera

are hardly issues, can be severely impaired by priorityetlas CAN is a robust, low-cost, and simple event-triggered

_arbltratlon_ on C.:AN b_uses and in gateways. Furtherm Or{eeichnology. It usesCarrier Sense Multiple Access with
its behaviour might differ from what we know so far in

. . . ollision Detection and Non-Destructive Bit Arbitration
vehicle. With respect to the characteristics of CAN buses ne - MA/CD-NDBA) as medium access control mechanism.
challenges have to be considered to master the impacts.Q

this develooment. Instead of becoming less complex. vehic imultaneous access of several nodes to the bus is detected
P ' 9 piex, and NDBA resolves the collision in such a way that the
networks tend to become more complex.

The remainder of this paper analyzes the impact of IOV{ljnessage with the highest priority wins the arbitration pssc

o . . ) . inmodified. This means that the transmission of the message
priority traffic in automotive CAN systems with emphasis O%pntinues after the arbitration and is not restarted — nirarb
cross-domain issues. First, a description of a multi-dom

. C . -tion delay is introduced. CAN is non-preemptive in the sense
CAN system and its components is given. Then, in secti y P b

) . . Wat a message that won the arbitration process will always
three the modelling of these components which will be used, - nsmitted completely without regard to higher priorit

in a simulation is described. We will further explain the%;nals that arrive at a later point. Due to its priority st

complete simulation model. Section four shows the resug d the sometimes stochastic arrival process of higherityrio

that have been achieved with the simulation regarding some - .
typical effects of high-volume, low-priority traffic. Maly rTn\essages, CAN can not guarantee deterministic responsg tim

we investigate the mean values for waiting time and deleflOr messages with lower priorities.
9 9 YA cAN message frame consists of an arbitration field,

depending on domain utilisation. Finally, a conclusion and control field, data field, CRC field, ACK field and an end-

outlook is given in section five. of-frame field. The priority of a CAN message is determined
II. MULTI-DOMAIN CAN SYSTEM by the identifier (a part of the arbitration field) which has
In this section we describe the automotive multi-domai length of .11 bit (Stano!a_rd CAN) or 29 bit (Extended
scenario that we evaluated. Real automotive CAN systen%AN) respechygly. An 11 b't.'dem'f'er means that up-to 2(.)48
. . . dﬁfgrent identifiers are available on a bus. Each identifier
consist of several buses. Some topologies are star shape ies to a message with a certain content, e.g., wheel rpm
with one central interconnection device, while others ¢gins lected r head liaht state. etc. Theref r, n |I in '
of buses interconnected in different patterns. Our exampﬁg ected gear, head fight state, €ic. Theretore, no

; : . ‘accur more than once on a single bus. The identifier is also
network represents the general interconnection schemes in 1

. . used by all receiving nodes to detect whether the message is
simplest form by using three buses and one gateway. . .
. g . elevant for them, since CAN does not use addressing and all
In the following we will briefly describe the components o

. ; essages are broadcast. CAN uses a bit-stuffing mechanism
the network. In the next section, our modelling approach o . L
: . or synchronisation and error detection which increases th
each component will be laid out.

frame length and reduces the throughput [9].
A. Electronic Control Unit The CAN specification limits the maximum bitrate to 1

; : Bit/s. Typical bitrates in automotive environments areD50
An ECU is an embedded system for controlling one or mo
! yS ng LIEBWS and 125 KBit/s. More detailed descriptions of CAN

of the electrical subsystems in a vehicle. Examples for EC .
are the engine controller module, the door module (WindO\Ng?'n be found in [3] and [14].
opener), and the heating, ventilation, and air conditigni
module.

Most ECUs in a vehicle are attached to a CAN bus. Gateways are a special kind of ECU that connect two or
Additionally, sensors, actuators, and even subbuses (@®cpl more buses and pass data from one bus to others. Passing
Interconnected NetworlIN)) are connected to the ECUs todata includes simple message forwarding as well as assembly
provide information, execute actions or handle subtasks. Af new messages from data of received messages before for-
ECU contains a 8-hit to 32-bit microprocessor, input/otitpwarding. Some car manufacturers use special gateway ECUs
interfaces to the CAN, sensors and actuators and sometiméth no more functionality than needed for the interconiwect
subbuses, and memory (RAM, ROM, Flash). while others add the gateway functionality to an existindEC

Based on information from any input interface, e.g., sesisothat is already connected to several domains.
the ECUs determine parameters for the actuators. Today, nd@Gateways introduce additional delay due to message
single ECU is isolated; they are interconnected and exahamgocessing: the target domain has to be identified, somstime
large amounts of data, i.e., information from sensors only certain signals within a message need to be forwarded.
parameters to actuators. Thus, messages are dissected and signals are reassembled in

nC. Gateway
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Fig. 1. Model of an ECU with &:1 multiplexer and one output buffer for Fig. 2. Model of a CAN bus withm ECUs, am:1 priority multiplexer, and
all messages. a phase representing the CAN bus.

a new message and finally access to the new bus costs timg; denotes the set of message identifiers which are sent from

because arbitration must be won first. ECU;. Within a domain the set§; are pairwise disjunctive
If the connected buses have different transfer rates, ttee ga
way must provide enough buffering capacity in the direction & ﬂgj =0 fori# j. (1)

from the fast to the slow bus, otherwise message loss can oc-

cur. In the opposite direction, some buffer is also necgssar N Figure 1&,, & ... & are associated @y, Ay, ... Ax.
store messages with low priority until they win the arbivat Gateway

and can be sent.

To sum up, gateways are a necessity producing additio
costs and weight, while not directly providing a custome
observable benefit. Hence, it is all the more important
optimise their performance, while minimising their disadv

With respect to CAN buses, two types of gateways exists:
Rﬂ gateways which connect two or more CAN buses, and (2)

ateways which connect CAN buses to buses with different
technologies [8], e.g. MOST or LIN. Although we only
consider the first case in this work, the model shown in Figure

tages. . : .
g 3 is universal and considers both cases. In the case of hetero
[1l. M ODELLING geneous connections the gateway'’s task is more elabotate: i
A. Electronic Control Unit has to provide different media access mechanisms, efficient

An ECU can be modelled as a sender and a receiver prgﬁzchamsms for address translation, protocol adaptiod, an

[13]. Messages originating in the ECU are buffered in thQUSt possibly adapt to QoS requirements.

sender part. Incoming messages from the CAN are buffer Our gateway model shown in Figure 3 is based on the
; part. 9 g g?ore-Modify-Forward-PrincipIeMessages are received from
in the receiver part.

Usually an ECU sends different messages with diﬁereﬁ%e source bus, possibly modified by the server, and then sent

identifiers. Depending on the implementation of the send 0rthe destination bus. Thus, the gateway can be decomposed

[4], either a buffer is provided for each message identifieg;to tr;:/ee; Vr\r;i?dorhelemzntrs:ti(?}ecelvm% dqugut? rgRr);_ibuiff?)
or a single buffer for all identifiers is used (Figure 1). Th ) serve phase duratioffy cw, and (3)transmissio

different receiving buffer characteristics are mentiofred4], queue (Tx-buffer)
[13] in more detalil.

The ECU model in Figure 1 sends messages wittif- Ain Ain
ferent identifiers. These messages can be sent periodically ! "
approximately constant interarrival time) or sporadigcalith
Ehgpmean arri\}//al rata; andi=1,...k. In zjur nf)odel,y;ueues 77777 j
with a FIFO discipline are used for the sender and the receive RX- |
parts, but other queuing disciplines are possible as well. buffer \_%_‘ — |

\
B. CAN Bus Round-Robin-Scheduler Vi

Models of CAN buses were presented in many previous — — — —>{Look-up
papers ( [11], [12], and [13]). As shown in Figure 2, we use Thoew @Z jtable
a single non-preemptive server as a model of the bus [13].

The bit rate on the bus is determined by the server holding Dispatcher

time Ty can Where the holding time equals the transmission v v
time of a CAN message. The bit-stuffing mechanism can be b-lEf)“(f-er — —
taken into account by using a high&r -an and/or a suitable — —
distribution function. The priority multiplexer simulatethe Aout, Aout,

arbitration of the CAN by always selecting the queue with the
highest message identifier at its head first. Thus, the messag. 3. Model of a gateway with filter, receiving queue, serfoe identifier
identifier is equivalent to the priority. translation, and transmission queue.
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The parametern describes the number of attached buse
The filter verifies with the help of théook-up tablewhether
an incoming message has to be forwarded to another bus an
which one, or if the gateway itself is the destination. Hoerev
the filter's processing tim@i riter has to be much smaller
than the transmission time of the respective Huscan to
avoid message loss. Hence, to simplify the model we assu
Tu riter — 0 and the filter is only considered as a functione
unit without any impact on the gateway’s performance and ¢
message loss.

The Round Robin Scheduleguarantees a fair balanced
scheduling for all connected buses. Messages can simply
passed through by the gateway, or the destination identifier = ‘ ‘ ‘ ‘ ‘
an incoming message can be altered by means of the lo 85 04 o5 oo o 0T 0809 !
up table (this corresponds to message recomposition). Tiic
gateway can also change the identifier of a message andFi%Q4. The impact of the head-of-line blocking effect on theamevaiting
their priority. time.

The dispatcher routes the message to the corresponding
destination queue. If the message is destined to more than on ) .
outgoing bus, it will be copied and enqueued correspongingf®: Head-of-Line Blocking

The complete transfer time of an individual message in theWhen messages at the head of a FIFO queue cannot be
gateway can be calculated as served due to their low priority (e.g., at the output queua of

CAN gateway), higher priority messages behind them cannot
@) be served either. The FIFO discipline prevents high-psori
messages from overtaking low-priority messages that leadh

Trx is the delay an incoming message has to wait until tﬁ'% the queue. This effect is calldtbgd—qf-line b]oc?king .
message is servedicw is the gateway holding time and To analyse this effect, a scenario with 3 priority classes is

Try is the delay until a outgoing message can be send in #gefd- The messages with priority 1 and B3, (and ;) are
destination domain. sent fromECU; and messages with priority 2P§) are sent

from ECU; (1= {1,3} and&, = {2}). Since messages with

P, always win arbitration against messages wity) waiting

P; messages can block, messages icCU; although P;
The complete communication systems architecture consistessages would always win the arbitration process.

of a number of ECUs connected to different buses. TheseAll three message types are generated by a Markovian

compounds build the domains which are interconnected hyrival process and they have equal mean arrival ratgs=(

gateways. Besides the topology, the message arrival ocgs andi, j = 1,2,3). The bus utilisatiorp results from the

at the ECUs is the primary factor that influences the overalum of the arrival rates; of the different messages.

behaviour and performance of the architecture. In Figure 4 the head-of-line blocking effect is shown. The
Altering the model, i.e., restructuring the topology, mayi dotted curves show the mean waiting time Bf messages

the ECUs from one domain to another or mapping messadégTyy,;]) without head-of-line blockingE [T ;] can be cal-

to different originating ECUs permits to compare and eviiduaculated as follows [7]:

complex architectural variations or additional composent

N w » (&2

[

Mean waiting time in units of TH,CAN

Tow = Trx + Ta,cw + Trx.

D. Complete Model

p

Non-pervasive measurement methods, i.e., methods wttlein t ETw,] = - h, 3
simulation environment that do not influence the simulated 2(1 = 0i-1)(1 — 2i)
process itself, are used to measure delay, rate, queudletgyt with
These results help to dimension and optimise an architectur i
with respect to given requirements. 0i = ij,
Jj=1
IV. PERFORMANCE EVALUATION andp; = \j - h, h = E[Ty,can], po =0. (4)

The model of section Il has been implemented with the p; (; = 1,2,3) is the bus utilisation generated h¥;
IKR Simulation Library(IKRSimLib) [5], an object-oriented messages. As expected, the mean waiting time for lower-
class library for event-driven simulation. priority messages is higher than for high-priority message
In our simulation the CAN messages have a constaahd waiting time in general increases with increased bus. loa
payload length of 8 bytes and bit-stuffing is not implemented The solid curves in Figure 4 display the simulation results
Bit-stuffing can increase the bus load by up to 20%. for the waiting time, including head-of-line blocking. Warc
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see (as expected) th&, messages still wait shorter thdn,
messages. Yet, they also wait shorter tifarmessages without ‘s €4 {3} e _{1} 22—{2} €, {3}
head-of-line blocking. The reason is th& messages are | :

blocked by P; messages so often tha, messages have a | ’ ‘ ’_‘ ’:‘ ’:‘ ’:‘
higher probability to win arbitration. Since arrival ratet P, [

and P; messages are equal, the blocking occurs so often that ‘ m_1 Pnonty Mux ‘ m_1 Pr|or|ty Mux ‘
P, messages are waiting even longer tlianmessages. | |

There are several solutions to decrease head-of-line block C? Thcan, N Thcan,
ing: If bus utilisation is sufficiently low, blocking will neely s S e

occur. Another option is to decrease the arrival rate of towe
priority messages. Both approaches are not always feasible
In a drop-head-queughe message at the head of the queue

|
\
\
|
of the blocking. However, the loss probability of low-prityr | Round-Robin-Scheduler
messages increases. |
! > D A L Gateway Thew
needs its own queue within the ECU. Queues with a priority |
discipline yield the same result: Messages are sorted by |
are often too slow or too expensive. \
An aspect that has not been dealt with in this section is |
|

will be deleted after a certain time, thus removing the cause

To avoid head-of-line blocking completely, each priority
priority as they enter the queue. Unfortunately, thesetsmia L - - - _ _ _ -
the Coefficient of Variation (CoVdf the low-priority traffic.

Results from the simulations suggest that a large CoV might
have an impact on the traffic with a higher priority. We cannot

discuss this effect in this paper, because further reseiarchyig 5. The cross-domain scenario with three domains condébteugh a
needed. central gateway.

B. Cross-domain traffic

We have described the head-of-line blocking in detail béoad generated by sources 1 and Pjs= 0.1, i = 1,3. The
cause it plays an important part in cross-domain traffic. B@yerall utilisation in all three domains depends BQU»'s
arbitration works perfectly fair on one bus. However, at ¥pad which can be variedD; and D, are connected to
gateway’s output, all messages of one bus wait in line #@s through a single central gateway. Cross-domain traffic
enter another bus. Suddenly high-priority messages thes weonsists of high-priority messages frof, (1) and low-
successful on their own bus could be blocked by low-prioritpriority messages fror®, (Ps) into Ds. In Dj there is only
messages from the same or another bus which cannot enter@i@ single source with a medium priority>{). Low-priority
destination bus. This has a significant impact on the erghtb- messages fror, will lose arbitration again and again, thus
delay of messagedi.r) which is calculated as follows: ~ blocking P, messages fror; at the gateway’s output.

Figure 6 shows the mean end-to-end delayPpfmessages

n—l from D; and P; messages frorf,. Figure 7 shows the respec-
Tror = Tw EcU + ZTH CAN; F ZTGW ®) tive transfer times in the gateway (waiting and processing)
i=1 i=1 As expected,P; messages take more time from source to

The waiting time within an ECU until arbitration is destination. In case of a low bus utilisation £ 0, 50), the
won (Iw,gcu) depends on the messages’ priorities anend-to-end delay difference between low- and high-pgorit
the bus load. Transmission and transport times (aggregatedssages is negligible. However, with a higher bus utibsat
in > Tucan,) are constant and given by technologyhe P; messages experience an increasingly higher delay. For
and topology Hence, the processing time in gateway~ 0.7, Ps’s delay is about 1.8 times higher, forx~ 0.8, the
o TGW i) is the single point that can cause significarfactor is already 2.4.
delay variations. As shown in (5), the influencing factors of delay are waiting

For this to be effective, the gateway in our simulation modéime in the ECU and waiting time in the gateway because they
has only one output queue with a FIFO discipline per buare variable. If we compare the results from Figures 6 and 7,
This corresponds to the real implementation in most vekiclewe see that the end-to-end delaydf messages corresponds
gateways. almost exactly to their transfer time in the gateway plus a

Our model contains three domain®4, Dy, and D3) of constant. First, this means that the waiting time in the e®ur
equal bandwidth X3 can,,? = 1,2,3) as shown in Figure ECU and arbitration delay t@; (once theP, message is
5. D; and D, are set up identically. Each one contains threst the head of the queue) remains almost constant. This is
independent sources witR, P, and P; respectively. The obvious because these messages always win the arbitration,
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8.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.2 0.3 0.4 0.7 0.8 0.9

0.5 .
p of the source domain p of the destination domain

Fig. 6. End-to-end delay of; and P3 messages with different gateway Fig. 8. Mean and maximum number of messages in the gateway’stoutpu
service timesly gw. queue.

15 T each domain.
: Both figures show that the impact of the gateway service
time Ty cw on the end-to-end delay is not significant. Of
course, the precondition is that the service time is shaintn
the message transmission time. However, a shorter seiwiee t
is a valuable means to keep the input queues of the gateway
empty and to prevent message loss on the source buses. This
holds especially for gateways with input queues from milgtip
domains.

Figure 8 shows another view on the head-of-line blocking
effect. The mean queue length at the gateway’s output i quit
short, yet the maximum values show that significantly more

Mean delay in GW in units of T'_LCAN

— Tow =025 T oan

82 03 04 05 06 07 08 09 messages are gqueued under high load conditions. This sappor

p of the source domain

the conclusions drawn before. Thus, even if short queues wer
sufficient to cover the average traffic, the maximum values
and P3 messages in gateway with different gh oy that some reserve in the queue is needed to prevent loss,
especially of important high-priority messages. Addiaty
we can see that a shorter service time leads to slightly Harge
no matter how high the load is. High load cannot cau&ytput queues, because the messages from the various input
additional delay larger than the transmission duration roé odueues are faster forwarded to one single output queue (see

message Secondly, it shows that the higher delay is almo@P0Ve). i.€., the input queue length tends toward zero.

exclusively caused by head-of-line blocking in the gatew
This also explains why the transfer time f&% messages in T )
the gateway is almost as high as B messages, because Normally, control-based communication systems like CAN
their share of traffic is the same. Thus, edghmessage has a@re not well-suited for streaming high-volume data traffic o
high probability to encounter an already waitiiy message. nnovative applications like map-based car-dynamics ¢eee
However, once at the head of the queue, their arbitratié@n !) or browsing through iPod song lists on the instrument
waiting time is much shorter. cluster (depending on the vehicle’s architecture the iPod
As for the P, messages, we can see that the end-to-erjgtérface could be on a different bus than the instrument
delay is roughly twice the transfer time in the gateway. Thiguster). Streaming is a novel type of data traffic in the eant
is reasonable because the load in all domains is equal &fgautomotive CAN buses. The data is usually sent with

these messages have to wait equally long to win arbitrationd transport protocol at a very low priority to not influence
mission-critical traffic (e.g., for safety features). Recstudies

2The maximum waiting time of one message duration occurs iffhe have shown that the impact of this low-priority traffic can

message arrives just after arbitration. Since the proltpldidir arrival at any  jndeed be neglected, but this is only due to a rather high
point during message transmission is equal, the maximum meaimgvéiine '

for highest priority messages is half the duration of a messagesmission minimum interarrival time of transport-protocol r_nes_sages
time. As a consequence, the throughput of these applications and

Fig. 7. Mean transfer time aP;
gateway service time®y, gw.

. Cross-domain traffic with a Greedy Source

Proceedings of the 12th Open European Summer School (EUIEDE) 6



‘ ‘ ‘ ‘ ‘ ‘ ‘ with the fixed intervaITHycAN:*’. This happens because the

; greedy source will send immediately after any message, if
: ‘ ' ‘ neitherECU, nor ECU, will send at that point. Consequently,
L the bus is always occupied by equally sized messages. In
o this case the medium access can be compared to a priority-
based asynchronous time-division multiplex access scheme
The mean residual service timE[Tr] in such a system is
given by Tgio1/2 where T is the duration of a single time
slot. ForE[T41] = E[Ta;] — oo and a greedy source, we
get an additional mean waiting time for messages of

g g g
> o ©
T T T

s
i i i

[
N
T

f
i

Mean waiting time in ECU in units of T'_LCAN
I o 4
S (=2} o] =

I
N

o ; ; ; ; ; : : E[Ta,i]— i
2 3 4 s 6 78 9 10
Mean interarrival time of messages with priority 1 and 2 |EGreedy [TW,i] _ ENoGreedy [TVV,i] | — (8)
TH,CAN
Fig. 9. Mean waiting time of messagesiiCU; andECUs in dependence 2

of their mean interarrival time. . . . .
The simulation yields appropriate results already foK

0.85 without greedy and Figure 9 clearly shows this trend for

probably their value to the customer will be very limited. Iar'?/ler mterarrflvargl(rjn[}es, t.‘ﬁo' « . g
An obvious solution is to reduce or suspend the minimum essages 1o 2 WITl Suller worse from greedy source

interarrival time of transport protocol messages, whilepiag traffic. Actually, the lower the priority of a message is (Ven

their priority low. In our simulation such applications areStIII being higher than the greedy source’s priority), therse

modelled as so-calledreedy sourcesi.e., sources that Canthe suffering will be. This is because sooner or later thedye

always send a message, if the bus is empty. As a consequeﬁf&r&e )\Y\;Jbll<w1|n At\ze rifsltsrgtlgnthgrtogfrisvse;n dﬁriﬁyS:E;n \;\(/ahee:jre
the bus utilisation reaches a constant= >""", \;h = 1. i=1 - ANy g g greecy

The impact of this consequence, with a focus on head_gfc_)urces message transmission has to wait without respect t

line blocking in one single domain, will be evaluated in thgs. own prlt_)rlty. The waltl_ng message with the hlghes_t__ptwr
following. will then win the next arbitration and increase the waitimget

To fulfill the requirement of not influencing high-priority of the waiting messages with lower priority even more. Hence

messages, the greedy source traffic gets the lowest priarity for E[Ts 2] = B[Ta:] — oo and a greedy source, the mean
o . . . e iti i fE ill lightly | h
Hence, its mean arrival (i.e., sending) ratg decreases if the waiting time of ECU, messages will be slightly larger than

. . . T 2 in the case without a greedy source.
arrival rate \; of any other source increases. This means thaF’CAN/ 9 y

the greedy source’s amount of traffic and mean sending rate V. CONCLUSION AND OUTLOOK

has to be derived from the other sources’ offer: In this paper we analyse an important point in automotive

multi-domain CAN systems: the influence of low-priority

messages on messages with a higher priority. Given the
PGreedy = 1 — Z Ai - h, (6) fact that modern automotive CAN systems are segmented

=1 into various domains and that cross-domain traffic, esfigcia

and therefore of low-priority messages, is increasing, two issues were of

primary interest: the waiting time in the source ECUs and the

end-to-end delay (including the transfer time in a gatewsy)

- Z Ai- ) high-priority messages. In both cases, head-of-line bhacls

=1 identified as the reason for probably increased delay. We hav

developed a model of the CAN system including ECUs, buses,

and gateways. Further, a simulation tool was implemented an

several scenarios were evaluated.

m—1

-1

==

)\Greedy = Ay =

The following scenario uses one normal sourceEi@U,
and ECU, and a greedy source iRCUj3. Figure 9 shows
the mean waiting time that messages U, and ECU, » .
experience in their respective ECUs before they get access t The results show that under moderate load conditions within
the bus. The x-coordinate shows the expectation of the me&ffomain (i.e.p < 0.5), low-priority traffic does not seriously
interarrival time E[T4 ;] = 1/A; of messages witth;. In case influence the high-priority traffic. Under higher load cotiins

of E[Ta,] = 2 the bus is fully occupied by messages frorfhe results depend heavily on how the dif_fer_ent messages are
ECU, and ECU, which explains the identical waiting timedeployed on the ECUs. If high- and low-priority messages are
with or without greedy source at that point. not sent from the same ECU, i.e., no head-of-line blocking

As an interesting effeCt' the fu”_ OCCUPa”CY of the bus SNote that in our model each message has a payload of 8 byte. in rea
transforms the system in our model into a time-slotted systesystems, the message sizes differ and the intervals are nak equ
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occurs within an ECU, the impact is still acceptable. If how41]
ever, one ECU sends high- as well as low-priority messages,
the additional delay for the high-priority messages may be
critical. Unfortunately, this issue cannot be easily sdive [12]
another way than to keep the overall load rather low.

Some issues are still open to further research and wik;
be evaluated in the next steps. First, we need to identify
gquantitatively in more detail how the CoV of low-priority
traffic changes its influence on high-priority traffic. Theelst
results of our work lead to the assumption that a certain
degree of the CoV may have serious impacts on the high-
priority traffic even under moderate load conditions. Then,
have only shown the impact of greedy sources within one
domain; the results of studies with several domains areoyet t
be completed.

For this paper we have used simple traffic models. However,
part of our ongoing work is to refine these models.

In the long term, our studies will be extended to other
network technologies with different access mechanismg Th
work will surely include the MOST technology, which is al-
ready used in the infotainment domain of upper-class vesicl
Recently, some car manufacturers have started to introduce
FlexRay, a high-speed network technology with a completely
different medium access method. While modelling and imple-
mentation for MOST is finished and first results have been
obtained, our work on FlexRay is still at the beginning.

[14]
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