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Abstract. This paper studies to which extent variable delays in mobile networks affect TCP perfor-
mance. Our main contribution is a simple analytical model that determines the TCP timeout duration
from given network parameters. Based on the model, we quantify the risk of spurious timeouts and
their impact on TCP goodput. Our results show that TCP is quite insensitive to variable delays.

1 Introduction

Delays in mobile networks can be highly variable because of effects such as handovers or resource preemption.
The transmission control protocol (TCP) suffers from performance degradation if such delay variations trigger
spurious TCP timeouts, i. e., if timeouts occur even though no packets are lost. In this case, TCP may waste scarce
bandwidth by unnecessarily retransmitting segments or underutilize the available resources due to the needless
reduction of the sending window [1]. There are two important questions in this context: First, how often do severe
delay fluctuations occur in real networks? Even though measurements in GPRS [2, 3] have observed delay spikes
of up to several seconds, their frequency remains an open research issue. And second, do the variations indeed
trigger spurious timeouts? This mainly depends on the duration of the TCP retransmission timeout (RTO). As
specified in RFC 2988, TCP determines the RTO value taking into account both the low-pass filtered round-trip
time (RTT) samples and the observed delay variance. However, the dynamics of this algorithm have hardly been
addressed so far, since in wireline networks the RTO duration is usually dominated by a minimum value of 1 s [4].

In this paper, we quantify the sensitivity of TCP to delay variations in order to address the second issue. In
Section 2, we analyze the RTT estimation for bulk data traffic over links with rather low data rates and high
latencies. Section 3 outlines an analytical model that accurately predicts the RTO duration from the properties
of the path. Based on upper and lower bounds for the RTO duration given by the model, we quantify the risk of
spurious timeouts for a wide parameter range in Section 4. We also estimate the performance degradation due to
spurious timeouts. From this we conclude that TCP is quite insensitive to variable delays, and that optimization
approaches such as the Eifel-Algorithm [5] are only beneficial in case of frequent and extreme delay variations.

2 Modeling the round-trip time measurement

When accessing the Internet through a cellular network, the radio channel usually is the bottleneck. If a single TCP
connection utilizes this link, thecongestion windowfollows a regular saw-tooth pattern because of theadditive
increase, multiplicative decreasemechanism of the TCP congestion control [6], provided that it is not restricted
by thereceiver advertised window. This window evolution results in different queuing delays at the bottleneck.
We argue that, in onecycle [6], the round-trip time samplesx(n) can be approximated byx(n) = 1
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N−1 with n ∈ [0;N − 1]. The maximal round-trip timexmax therein is the maximum path capacityC, i. e.,

the bandwidth-delay product counted in segments, divided by the service rateµ of the radio link.N is the number
of RTT samples. By default, TCP takes one sample per RTT. Alternatively, TCP may measure the RTT with help
of timestamps. From an abstract point of view, these two methods only differ in the number of samples:
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These formulae are derived in [7]. Note that, due to the mechanism ofdelayed acknowledgments, one acknow-
ledgment may either refer tob = 1 or b = 2 segments, depending on the service rateµ.

3 Analysis of the TCP round-trip time estimator

The RTO computation is done by a non-linear filter. Using the RTT samplesx(n) as input function, the RTO
durationR(n) can be determined analytically, e. g. by applying the Z-transform. As shown in Fig. 1, the maxi-
mumRmax, the mean valueR, the minimumRmin and the minimal difference∆min betweenR(n) and the RTT
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Figure 1. RTO duration predicted by the model
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Figure 2. Spurious timeouts caused by delay spikes

highly depend on the number of samplesN . The algorithm is more aggressive if the sampling rate is high, i. e., if
timestamps are used. Thus, our results confirm that the parameters standardized in RFC 2988 are not well suited
for high sampling rates. This effect must be carefully weighted up against the faster feedback that timestamps can
provide. Fig. 1 also shows that our analytical model matches quite well to simulation results for typical GPRS and
UMTS scenarios, even though there are some discrepancies. More details on the analysis can be found in [7].

4 Quantifying the impact of delay variations on TCP

The results of the analysis allow us to determine the probability that a timeout is triggered by an off period of
durationToff . Since the retransmission timer is usually restarted whenever a new acknowledgment arrives,Toff
must exceed the current RTO duration in order to trigger a timeout. The simulation results in Fig. 2 confirm that
there virtually always is a spurious timeout ifToff > Rmax. We therefore propose aspurious timeout probability:

PTO(Toff) =


0, if Toff < Rmin,

(Toff −Rmin)/(Rmax−Rmin), if Rmin ≤ Toff < Rmax,

1, if Toff ≥ Rmax.

(2)

This formula approximates the probability that a transmission interruption of durationToff results in a spurious
timeout, assuming that packets remain buffered in the link layer. The main input parameters are the maximum
path capacityC and the bottleneck service rateµ. Mobile networks are typically characterized byRmin ≥ 1 s
because of the high latencies on the radio link and the lower bound recommended in RFC 2988. Thus, as a rule of
thumb, delay variations are only critical if they are of the order of several seconds. Considering thatU ∈ [C/2;C]
segments are unnecessarily retransmitted after a spurious timeout, the goodput of a bulk data TCP connection is

λG(Toff) = λmax ·
TOn

TOn + TOff
·
(

1− PTO(Toff) · U
TOn · µ

)
, (3)

whereTon is the mean time between the interruptions.λG(Toff) is quite close to the maximum goodputλmax if
TOn � U/µ. Otherwise, the last factor in Eq. (3) quantifies the performance improvement of TCP enhancements
like the Eifel-Algorithm. However, in terms of goodput, the performance degradation caused by sudden delays is
only significant if timeouts occur quite frequently, e. g., more than once per minute in a GPRS scenario.
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