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Abstract— With the emergence of high-speed wireless cellular
networks, such as High Speed Downlink Packet Access (HSDPA)
or WiMAX, new services with a high bandwidth demand have
been introduced. One example is non-interactive video streaming.
In contrast to wireline networks, the characteristics of wireless
links, such as a time-varying bandwidth and the trade-off
between delay and reliability, impose problems to a streamed
video. In this paper, we study the impact of delay and losses
within a Radio Access Network (RAN) on the video quality at
the example of a state-of-the art HSDPA network. The nature
of transmission errors is discussed. We investigate how active
buffer management strategies within the RAN can alleviate the
impact of an unreliable and time-varying link on the video
quality, and we discuss the advantages and disadvantages of
several proactive and reactive approaches. We further propose
a proactive buffer management scheme with data differentiation
which significantly increases the video quality by taking into
account MPEG frame dependencies. Finally, we show that the
structure of the MPEG-4 video data affect the performance of
proactive buffer management schemes with data differentiation.

Keywords: video streaming, active queue management, QoS,
UMTS, HSDPA

I. I NTRODUCTION

Mobile cellular telecommunication networks have been
growing continuously. New generations of mobile networks,
such as the recent High Speed Downlink Packet Access
(HSDPA) for UMTS offer more bandwidth resources in radio
access networks in comparison to previous technologies. Be-
cause of this technical progress, new services will be offered
in mobile networks, that have only been available in fixed
networks until recently due to bandwidth limitations. One such
service is the non-interactive video streaming service.

Generally, video streaming applications in a best-effort
environment have to deal with unknown transmission channel
characteristics with respect to the available bandwidth and
the experienced delay and packet loss. This is of particular
importance in a mobile wireless environment, where a highly
time-varying and error-prone radio channel with a limited
bandwidth may lead to unpredictable delay and bandwidth
variations. Despite the efforts taken on the physical and the
MAC-layer to alleviate the time-varying nature of wireless
links, such as Automatic Repeat Request (ARQ) mechanisms
and scheduling, the disturbing impact of the wireless trans-
mission may eventually lead to a degradation of the perceived
quality for a video service with real-time requirements. Itis
therefore desirable to take additional measures on the network,
transport, or application layer.

In the area of video communication, two approaches for this
have been established. The first approach adapts the streamed
content to the current network conditions at the end terminals
and is called end-to-end QoS control [1]. It mainly consists
of congestion control, error control and error-resilient coding
[2][3][4]. The second approach offers network support for
video streaming and is named network-centric [2]. Two major
representatives of network-centric approaches are queue man-
agement mechanisms and transcoders. While the task of queue
management is to alleviate or prevent a congestion situation
by dropping packets, transcoding nodes create a new version
of the streamed content adapted to current network conditions.

In this paper, we focus on queue management mechanisms
within a RAN. They can be grouped into reactive and proac-
tive buffer management strategies [5], where the latter are
also referred to as Active Queue Management (AQM). In
[6], different simple reactive mechanisms are compared in a
UMTS/HSDPA environment. In [7], the proactive mechanism
FDDT (Frame-Level Packet Discard With Dynamic Thresh-
olds) is proposed and evaluated in a fixed-network one-link-
scenario. FDDT treats arriving packets differently, depending
on the frame type they carry. In [8], a simple video frame
discard scheduling algorithm with data differentiation ina
WLAN-environment was presented.

In this work, we compare several reactive and proactive
mechanisms in a state-of-the art wireless HSDPA-environment
taking into account deadline constraints of the video service.
We first discuss the reasons for video transmission errors
and explain the dependencies of different error types. It
will be demonstrated, that the objective video quality of a
streamed non-interactive video-on-demand-content in a wire-
less environment can significantly be improved by means
of application-aware buffer management, which takes into
account video frame priorities and video frame dependencies.
Further, it is shown that the deadline of the play-out buffer
must be considered in video streaming investigations because
it has a significant impact on the quality of the online play-
back of the streamed content. Finally, we discuss how the
structure of the video content affects the performance of AQM-
approaches with data differentiation.

This paper is organized as follows: In Section II, we briefly
introduce the basic structure of an MPEG-4 video content,
discuss the reasons for video data losses and describe the
metrics used for the video quality evaluation. The nature of



network losses and delay in a RAN is discussed in Section
III. Section IV introduces the investigated buffer management
schemes. The considered system and scenario is presented
in Section V. The performance of the buffer management
schemes is evaluated in Section VI, and section VII concludes
the paper.

II. V IDEO DATA

A. Basic MPEG-4 Video Structure

An MPEG-4 video stream comprises three basic frame
types, namely I-frames, P-frames and B-frames. I-frames
(intra-coded frames) are encoded and decoded independently
of any other frames. In contrast, P-frames (predictive coded
frames) depend on the previous I- or P-frame. B-frames
(bidirectionally coded frame) depend on the previous I- or
P-frame as well as on the following I- or P-frame.

Predictively and bidirectionally coded frames (inter-coded
frames) improve the compression efficiency. On the other
hand, they decrease the error resilience since the loss of an
intra-coded frame results in the loss of depending P- and B-
frames. This leads to a trade-off, especially in an unreliable
and time-variant mobile environment. In order to investigate
this trade-off, we consider two basic coding schemes, referred
to as 2B-coding and 8B-coding. With 2B-coding, every third
frame is an I- or P-frame, where the intermediate two frames
are B-frames (e.g., IBBIBBIBBPBBPBBI...). With 8B-coding,
only every ninth frame is an I- or P-frame (e.g., IBBBBBBB-
BIBBBBBBBBPBBBBBBBBI...).

B. Impairment of Video Quality during Video Streaming

Generally, three artifact sources exist in a digital video [17]:

• Distortions due to transformation process between analog
and digital formats,

• Distortions caused by digital compression,
• Distortions due to error-prone transmission.

In this paper, we will focus on the third item and study the
impact of the transmission process on the video content played
back on the client side.

Figure 1 shows a simplified transmission path across a
network. IP-packets arrive from the video server and are
forwarded through the network. The network introduces delay
due to buffering, processing delay and transmission delay.
Additionally, packets may be lost due to buffer overflows or
link-layer errors. On the client side, the packets are stored in
the play-out buffer and played back at their play-back time.

Figure 2 illustrates the impact of data transmission on the
video quality. In the left part of the figure, network components
introduce network losses and delay. If the application has cer-
tain delay constraints, this network delay can lead to so-called
deadline losses, where the video data arrives at the client after
its anticipated play-back time. Network losses and deadline
losses both directly lead to video data losses, which can cause
further losses due to MPEG frame dependencies. This effect
is known as MPEG loss propagation. Note that additional
delays may be introduced above the network layer, for example
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Fig. 2. Impact of network effects on video quality

during the encoding or decoding process in the application
itself. These delays will be neglected in the following.

C. Video Quality Evaluation

The quality of a video is highly subjective. This is in
contrast to many other applications, where the performance
can easily be captured with objective quality measures, such as
for example the throughput for an FTP download. In order to
evaluate the perceived quality of a video, large number of test
persons are needed, who are asked to judge the video by using
a given score range. One such score range is the well-known
Mean Opinion Score (MOS), which is defined by ITU-T in
[16]. The result of a test viewing is asubjectivevideo quality
statement. However, this procedure is very costly and also not
very flexible. It requires a lot of different and also continuously
changing test persons, which makes the evaluation of different
algorithms with different parameter sets very expensive.

As an alternative, it is desirable to have anobjective
video quality metric, which can be obtained directly from the
received video data without the need for test persons. Ideally,
this objective metric can then be correlated with a subjective
quality metric. A common objective metric is the Peak Signal
to Noise Ratio (PSNR), which is also standardized by ITU-
T in [17]. However, the unweighted PSNR is only loosely
correlated to the human visual system [17]. Nevertheless, there
are mapping tables of PSNR to MOS and the PSNR is widely
used to determine the quality loss due to the MPEG encoding
process. The distortion pattern of the encoding process is
different from the distortions which occur due to packet losses
in a network. Thus, the mapping tables determined for the
encoding are not very suitable for other error sources.

In our investigations, the error concealment technique used
at the client is the replacement of the lost frames by the last
correctly received frame (frame-freezing). It is obvious that
this technique works better with slow video scenes than with
video scenes with fast motion. As the PSNR metric compares
the decoded video to the originally transmitted video (i.e., it
is reference-based), the video content impacts the evaluation
results if the PSNR is used as a metric.

In order to evaluate the performance of the system indepen-
dently of the streamed video content, we use the Frame Error
Rate (FER) [7], which is reference-free. The FER describes the
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fraction of frames in error. If one IP-packet in a frame is lost,
this frame and all other frames depending on this frame are
considered to be frames in error. High or low FER values then
stand for a bad or good perceived video quality, respectively.

III. N ETWORK LOSSES AND DELAY IN ARAN

The reasons for network losses and delay in a RAN differ
from those in a fixed network. In addition to congestion losses,
packets may be lost due to link-layer failures (Fig. 3). Conges-
tion on a radio link is likely to occur, if the available bandwidth
of the link decreases, for example when the terminal moves
from the cell center to the cell border. Additionally, sharing
of the wireless channel resources in a UMTS/HSDPA network
also contributes to the congestion effect. The link-layer losses
in a UMTS/HSDPA network are neglectable because of the
powerful Hybrid ARQ (HARQ) mechanism which is active
even in the case of a connection in unacknowledged mode.

Generally, the network delay (Fig. 4) comprises three
components. The congestion delay is the main factor influ-
encing the quality of non-interactive video streaming. Link-
layer retransmissions eliminating the physical-layer errors on
the air additionally contribute to the overall delay. Finally,
the impact of fixed-delay components is not important for
the consideration of the delay jitter in the context of non-
interactive video streaming.

IV. BUFFERMANAGEMENT SCHEMES

A. Classification

The transmission of video data over IP-based networks
requires the segmentation of video data into IP-packets. The
maximum size of an IP-packet is a constant parameter of the
networks along the routing path. Generally, it is smaller than
the average size of a video frame. Therefore, a video frame
is segmented into several IP-packets during the transmission
process. Consequently, we can distinguish between two buffer
management strategies. The first one is a packet-based strate-
gie, where each incoming IP-packet is treated individually. The
second one is a frame-based approach, where a video frame
is an atomic (undividable) unit during the buffer management
decisions and actions.

Further, the buffer management schemes can be with or
without data differentiation. With data differentiation,the
buffer management decisions additionally depend on the re-
ceived data (i.e. frame) type and its priority.

Another dimension in the classification room of the buffer
management schemes is the distinction between reactive and

proactive approaches. The reactive approaches become active
when a congestion situation has already occurred, while the
proactive approaches attempt avoiding the congestion in the
first place.

B. Buffer Management Without Data Differentiation

Most of todays network elements apply a simple drop-tail
FIFO buffer management strategy, where newly arriving data
are dropped if the queue is full. This reactive approach usually
drops individual IP-packets. In the case of video streaming,
this strategy can be extended to a frame-based drop-tail buffer,
which drops all IP-packets belonging to the same video frame
if one of its IP-packets was dropped.

Another reactive approach is the drop-head strategy, where
those data units are dropped that reside longest in the queue.
With this approach, the transmission of video data, that may
arrive too late at the client is suppressed in favor of newly ar-
riving data. Generally, the size of an arriving IP-packet may be
different from the size of the packet waiting at the head of the
queue. Our drop-head implementation removes as many pack-
ets from the head of the queue so that the dropped data amount
is at least equal to the size of the newly arrived IP-packet.

In order to avoid the transmission of obsolete data, the data
in the queue can be watched by a discard timer. This timer will
remove all packets from the queue which have been waiting
for a certain time periodTD. In our paper, we investigate
this proactive approach in combination with a packet-based
dropping strategy.

C. Buffer Management With Data Differentiation

As we have seen, not all video data has the same impor-
tance. If an I- or a P-frame is lost, other video frames (P
or B) depending on the lost frame can hardly be decoded
properly. We investigate a proactive approach which drops
newly arriving data units belonging to a B-frame (B-packets),
for the benefit of data belonging to I- or P-frames (I- or P-
packets), if a congestion situation is imminent. This will be
referred to asproactive B-dropping. In order to determine
whether a congestion situation is about to occur, a threshold δ

is introduced. If the buffer occupancy exceedsδ, the buffer will
proactively drop arriving packets containing data of B-frames.
This can be done either on a packet-basis or on a frame-basis.

1) Packet-based proactive B-dropping:The packet-based
scheme manages the queue according to the already described
drop-tail or drop-head strategies. In case of a drop-tail queue,
a newly arriving IP-packet belonging to a B-frame (B-packet)
is dropped, if the buffer occupancy exceeds the threshold value
δ. In case of a drop-head queue, the B-packet is stored at the
tail of the queue after one or several B-packets are removed
at the head of the queue if the thresholdδ is exceeded.

2) Frame-based proactive B-dropping:Frame-based proac-
tive B-dropping extends the just described packet-based
scheme to a frame-based scheme (cmp. section IV-A). In
the case of a drop-tail queue, a newly arriving IP-packet is
dropped, if previous IP-packets belonging to the same frame
were dropped. Also, if a newly arriving IP-packet is dropped,
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all IP-packets that belong to the same frame and which are
already stored in the queue, are removed. This scheme works
very similar to FDDT [7]. However, unlike FDDT, we remove
already stored packets from the queue and do not perform
preventive dropping of P-frames.

As a final extension of this scheme, we will consider
the dependencies in-between different video frames. As the
loss of a frame will strongly complicate or even prevent the
decoding of the frames which are interdependent with the lost
frames, we propose an approach that removes all involved
interdependent frames in the queue. We will refer to this
strategy as frame-basedwith inter-frame dependencies.

V. SYSTEM MODEL

A. System overview

The basic scenario is shown in Fig. 5. We consider a
single-cell environment, where several User Equipments (UEs)
connect to the Node B via a High Speed Downlink Shared
Channel (HS-DSCH) in the downlink and a dedicated channel
(DCH) in the uplink direction. The Node B is connected to
the RNC, which itself is connected to the Internet via the 3G-
SGSN and 3G-GGSN of the cellular system’s core network.
The UEs establish a video streaming connection with a host
in the Internet. The Internet and core network were assumed
to introduce a constant delayTINet = 20 ms in each direction
and not lose any IP-packets.

The simplified queuing model in the downlink direction is
shown in Fig. 6. The main buffer for each connection is the
RNC input buffer located in the RNC. The Node B-buffer
holds only a small portion of the data which is about to be
transmitted on the air interface. Consequently, all bufferman-
agement strategies are assumed to be implemented in the RNC.
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Fig. 6. Downlink queuing model of the HSDPA system

B. Emulation Model

For our performance evaluation, we used a detailed model
of a single-cell HSDPA-system. The HSDPA network was
modeled with all its relevant RLC, MAC-d and MAC-hs
protocols. The physical layer was modeled based on BLER-
curves obtained from physical layer simulations including
HARQ. Transport formats (TF) on the MAC-hs layer were
selected based on the channel quality such that the BLER
is 10%. We assumed ideal conditions for the reporting of
Channel Quality Indicators (CQI) from the mobile terminalsto
the Node B, i.e. zero delay, in order to avoid side effects. The
Iub flow control was operating with a short update period and
no deadtime, since higher values can introduce unpredictable
delays and delay spikes [20], which would make it difficult to
isolate the performance influence of the investigated buffer
management schemes. The maximum number of MAC-hs
retransmissions was limited toRmax,hs = 4, and the RLC
layer was operated in unacknowledged mode. We neglect the
convergence layer, as it only introduces a very small overhead
in a single-cell environment. For a more detailed description
of the model, please refer to [21].

The model was implemented with the event-driven simula-
tion library IKR SimLib [18]. This model was then extended
as an emulation based on the IKR EmuLib emulation environ-
ment [19].

C. Video Server and Video Client

For these investigations, a software was developed that
streams an MPEG-4 video content over UDP through the
UMTS/HSDPA-emulator. Each IP-packet contains the neces-
sary information as an IP-option in order to make content-
dependent buffer decisions in all here discussed buffer man-
agement mechanisms. On the client side, IP-packet capturing
software received the packets. The evaluation of the video
quality is carried out frame-based: if any packet belongingto a
frame is lost, the whole frame is considered as lost. Further, all
frames depending on a lost frames, are also considered as lost.
This approach is widely used [7][9][10][11]. The computation
of the video data losses due too late frame arrivals at the client
is performed with a cumulative jitter concept [12][13].

D. Simulation Scenario

The scenario which we used for our performance evaluation
comprised one real UDP video source and 4 additionally
simulated cross-traffic CBR video streams with the same data
rate. The real video source streams a single-layer MPEG-4
video encoded with the free available ffmpeg software [14].
The video material is a multiple rerun of a short CIF-sequence
of an American football [15] match with fast scenes. The
transmitted video consists of 33120 video frames and was
encoded for an average data bit rate of308 kbps.

Terminal mobility was modeled taking into account both
slow and fast fading. All mobile terminals move at a speed
of v = 30 km/h. They periodically experience the same slow
fading profile, where each mobile starts at a different position
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of the profile in order to obtain independent channel condi-
tions in-between the mobiles. A Proportional Fair (PF) [22]
scheduler was used at the MAC-hs layer to assign resources
to the different data streams.

VI. PERFORMANCEEVALUATION

In this section, the comparison of the different buffer
management schemes is presented and discussed. Furthermore,
the impact of the coding scheme on the performance of the
proactive approaches is shown and analyzed.

A. Comparison of different Buffer Management Schemes

As we have seen in Section II-B, network losses and delay
lead to video data losses. While timer mechanisms in the input
queue and drop-head-approaches are designed to avoid dead-
line losses in the video client, the approaches with proactive
B-dropping try to reduce the impact of network losses on
the actual video data losses in the first place. However, these
approaches also prevent deadline losses indirectly because of
their data dropping strategy.

First, the case of an infinite play-out buffer at the video
client is considered in order to evaluate the approaches with
proactive B-dropping. This can be considered as the best case,
since frames may be delivered arbitrarily late. In a furtherstep,
a more realistic case with a finite play-out buffer at the client
is investigated.

For all investigations, the RNC-buffer has a finite size
of 212 kByte. Thus, the data amount storeable in the queue
corresponds to6 s of the streaming video at308 kbps.

1) Infinite play-out buffer:Fig. 7 compares packet-based
and frame-based schemes with proactive B-dropping. All
implementations are drop-tail based. Shown is the FER de-
pending on the dropping thresholdδ. Note that a threshold
of δ = 1 corresponds to a classic FIFO queue without any
proactive measures. We will use this simple packet-based drop-
tail FIFO queue as a reference.

It can be seen, that the proactive B-dropping decreases
the video data losses for threshold valuesδ smaller than1.
We also observe, that frame-based approaches are better than
packet-based approaches, since they avoid the transmission

of data which is not usable at the receiver anyway. The
results can even slightly be improved when considering inter-
frame dependencies. This approach achieves the best FER
value which is 50% smaller than the FER of the reference
FIFO queue. According to [23], video data loss should be no
more than 5%, which can be reached by both frame-based
approaches in this scenario.

Both frame-based schemes have a very similar performance.
On the one hand, the consideration of inter-frame
dependencies makes the implementation in a real network
node much more complex. On the other hand, such a scheme
achieves a very good performance forδ = 1, while it is not
easy to find an optimal value. Note that the dropping threshold
δ which achieves the best result depends on many factors,
such as time-varying channel characteristics and the varying
number of users over the shared wireless channel. Also, the
sensitivity of the threshold value depends on the scenario
and the buffer dimensioning. In our scenario, the threshold
value with the best result is in the area ofδ = 0.94 − 0.985,
compared to0.9 for FDDT in [7].

In Fig. 8, the operation of the proactive B-dropping is
detailed at the example of a frame-based scheme. Forδ = 1, all
packets are dropped with equal probability. Asδ is decreased,
more B-packets are dropped for the benefit of I- and P-packets.
Although the total IP-packet loss increases, the I- and P-packet
loss decreases. This results in the total elimination of the
MPEG loss propagation effect.

This is detailed in Fig. 9, where the total FER, the direct
FER (FER caused only by network losses), and the video data
losses due to MPEG loss propagation are plotted over the
dropping thresholdδ. There are not deadline losses because
of the infinite play-out buffer. The total FER is the sum of
the direct FER and MPEG-loss-propagation losses. Although
the direct FER increases because of the proactive B-dropping,
MPEG loss propagation effect disappears, which leads to a
decrease of the total FER.

2) Finite play-out buffer:According to [4], a video stream-
ing client can have a play-out buffer on the order of5− 15 s.
For our investigations, we chose a play-out buffer of6 s. A
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finite play-out buffer makes it reasonable to discard packets
in the RNC input buffer using a discard timer as described
in section IV-B. Because of other delays within the RAN,
such as retransmissions, the discard timerTD has to be chosen
smaller than the play-out buffer. Here, we setTD to 5.35 s if
the discard timer is active.

Figure 10 compares packet-based and frame-based schemes
depending on the dropping thresholdδ. All implementations
are drop-tail based. Compared to the case of the infinite play-
out buffer, the FER increases significantly, since deadline
losses now account for a large portion of the video data losses
in the considered scenario. The smaller the play-out buffer,
the larger is the impact of the deadline losses.

Both frame-based schemes show a very similar perfor-
mance, though the consideration of inter-frame dependencies
gives a slight advantage in certain ranges ofδ. However, this
comes at the cost of a much higher complexity. The minimum
FER can be obtained forδ ≈ 0.45, where both schemes deliver
about the same performance with an FER of 61% below the
reference drop-tail queue.

In contrast, the proactive packet-based scheme shows a
worse performance. However, as we add a timer mechanism
to drop obsolete packets from the RNC input queue, the
performance greatly increases. In particular, the performance
of the packet-based scheme in combination with the discard
timer is weakly dependent on the thresholdδ. This is also true
for δ = 1, where the proactive B-dropping scheme is disabled.
This allows for a very easy implementation without any data
differentiation and avoids the choice ofδ, even though the
FER can be reduced by an additional 37% if a frame-based
scheme with optimal choice ofδ is used.

Finally, Fig. 11 compares the packet-based drop-tail with the
packet-based drop-head scheme. Both curves show the same
principal behavior, while the FER decreases much quicker
for the drop-head scheme asδ is decreased. This makes the
choice of an optimal thresholdδ easier, since it offers a wider
range with a near minimal FER. Note also that forδ = 1 the
FER of the drop-head scheme is below the FER of the drop-
tail scheme because newly arriving packets benefit from the

removal of the packets residing longest in the queue.

B. Comparison of different Coding Schemes

As discussed in section II-A, the usage of inter-coded frames
increases the coding efficiency and on the other hand decreases
the error resilience. In the following, we investigate two coding
schemes in order to evaluate their impact on the performance
of the proactive B-dropping. We encoded the same raw video
into two MPEG-4 videos, one with 2B-coding, the other
one with 8B-coding (cmp. II-A). Both videos have the same
average bit rate (308 kbps).

The results for the frame-based proactive B-dropping are
displayed in Fig. 12 (infinite size of the play-out buffer). First,
in case of the disabled proactive B-dropping (δ = 1), we can
see the difference between two videos in terms of the error
resilience explained in II-A. The difference is not large because
we have to deal with the error sequences due to congestion
which are relatively long in comparison to the number of B-
frames between two reference frames. On the other hand, it
can be observed, that the proactive B-dropping has a better
performance with the 8B-coding video. This effect can be
explained by Fig. 13, where the fraction of the video data
in the different frame types is depicted for the both coding
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schemes. In the case of the 2B-coding scheme, both I-frames
and B-frames carry approximately equal data amount (45%).
In the 8B-coding video, I-frames only carry approx. 20% of
data and there are hardly any P-frames. Thus, the rest of the
data (80%) are carried by B-frames. Therefore, the proactive
B-dropping approach can drop more data (in the 8B-coding
case) in order to avoid I-frame losses. However, a disadvantage
of the 8B-coding scheme is a longer encoding duration because
of the frame dependencies, which can have a negative impact
on interactive applications.

VII. CONCLUSION

In this work, different reactive and proactive queue manage-
ment schemes were discussed and investigated with respect to
enhancing the objective video quality of a streaming applica-
tion in an HSDPA network. We showed that a simple timer-
based queue management strategy significantly improves the
objective video quality compared to a regular drop-tail queue.
The video quality can further be improved by using proactive
approaches with data differentiation, such as the discussed
proactive B-dropping. The best results were achieved by
the proposed frame-based scheme which considers MPEG-
4 frame dependencies. In order to achieve good results with
this proactive B-dropping scheme, the encoded video material
should carry enough data in the B-frames. Consequently, a
coding scheme with a larger number of B-frames achieves a
better objective video quality, since it gives the proactive buffer
management scheme more flexibility.
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