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Abstract— The recently emerging High Speed Downlink Packet
Access (HSDPA) enhances conventional WCDMA systems ac-
cording to the UMTS standard with data rates of up to 14MBit/s
in the downlink direction. This is achieved by using adaptive
modulation and coding as well as a fast Hybrid Automatic Repeat
Request (HARQ) mechanism. This functionality is implemented
close to the air interface in the Node B. In addition to the data
buffer in the RNC, this requires a second data buffer in the
Node B. Consequently, a flow control mechanism is needed which
controls the amount of data to be transmitted from the RNC’s
buffer to the Node B’s buffer. The spatial separation of RNC and
Node B imposes significant signaling constraints and control dead
time limitations to the flow control mechanism. Additionally, due
to the time-varying nature of the radio channel, the data rate
towards a particular user may be highly variable. In this paper,
we study the impact of the flow control on system performance.
We will show that it is essential to jointly consider scheduling
and flow control in an HSDPA system as the constraints imposed
by the flow control may dominate the system performance.

I. INTRODUCTION

In the past years, WCDMA networks based on the UMTS
standard have widely been deployed. In these systems, several
Node B base stations are connected to a Radio Network
Controller (RNC) via the Iub interface. The RNC implements
all relevant radio protocols, such as the Radio Link Control
(RLC) and the MAC-d, while the Node B is a mere slave
device, responsible for the actual physical transmission on the
air interface. As the RNC and the attached Node Bs are usually
distributed over several sites, the data link between a Node B
and the RNC introduces a significant additional delay.

With the evolution of 3G systems, UMTS has been extended
by High Speed Downlink Packet Access (HSDPA). HSDPA
provides increased data rates in the downlink direction of up
to 14MBit/s. It introduces an additional functional layer in
the protocol stack, namely the MAC-hs layer. The MAC-hs
functionality is implemented in the Node B, which allows a
much faster reaction on errors and variations of the channel
quality, compared to protocols implemented in the RNC. This
allows for fast adaptations of the modulation and coding
scheme as well as for a powerful HARQ mechanism [1].

As the HSDPA functionality is distributed, two separate data
buffers are required in the RNC and Node B, respectively.
Consequently, a data flow control is needed which controls
the amount of data to be transmitted from the RNC’s buffer to
the Node B’s buffer. This flow control is typically located in
the Node B and signals the amount of data to be transmitted to
the RNC. Its goal is to keep the buffer level in the Node B at an
adequate level. If the Node B’s buffer is too full, the RTT is un-
necessarily increased, causing problems to RLC protocols and
other higher layer protocols. On the other hand, a minimum

buffer level should always be maintained to prevent the buffer
from running empty and thus wasting air interface resources.

Due to the time-variant behavior of the radio channel, the
data rate on the air interface is highly variable. Additionally,
the relatively high protocol delay between a Node B and its
corresponding RNC may impose a significant dead time to the
flow control loop. As a consequence, the flow control may not
be able to react to data rate fluctuations on the air interface
as fast as necessary. This issue becomes even more important
when using sophisticated scheduling algorithms, which may
lead to a rather unpredictable data flow towards each terminal.

Scheduling in mobile communication systems has widely
been addressed. A general introduction and in-depth study of
scheduling and QoS in HSDPA is provided by Gutierrez in [2].
In [3], Kolding investigates the performance of Proportional
Fair (PF) scheduling in HSDPA systems under non-ideal chan-
nel condition reporting. In [4], Aniba and Aissa enhance the PF
approach to provide fairness, when channel conditions towards
different users are heterogeneous. The issue of flow control
in HSDPA systems has rarely been addressed so far. In [5],
Legg presents an optimized Iub flow control algorithm. In this
paper, we study the delay performance of the Iub flow control
and highlight related performance problems. We investigate
the interplay between the Node B scheduling and the flow
control for different mobility and scheduling scenarios. It will
become obvious that it is necessary to jointly consider flow
control and scheduling in order to evaluate the performance
of HSDPA systems. We will show that flow control related
signaling constraints have a significant impact on the overall
system performance, and we will explore possibilities to
improve the performance under the given constraints.

This paper is structured as follows. Section II introduces the
investigated system and the corresponding model. In section
III, the flow control and scheduling algorithms are introduced.
Section IV addresses the problems inherent to flow control
algorithms in combination with different schedulers and mo-
bility conditions. Finally, section V concludes the paper.

II. SYSTEM MODEL

A. System Overview

The basic scenario is shown in Fig. 1. We consider a
single-cell environment, where several User Equipments
(UEs) connect to the Node B via a High Speed Downlink
Shared Channel (HS-DSCH) in the downlink and a dedicated
channel (DCH) in the uplink direction. The Node B is
connected to the RNC, which itself is connected to the
Internet via the 3G-SGSN and 3G-GGSN of the cellular
system’s core network. The UEs establish a data connection
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Fig. 1: Architecture of the considered 3G network

with a host in the Internet. The Internet and core network
were assumed to introduce a constant delay TINet = 20ms in
each direction and not lose any IP packets.

B. Simulation Model

All simulations were performed using an event-driven sim-
ulation tool, which was implemented using the IKR SimLib
[6]. The HSDPA network was modeled with all its relevant
RLC, MAC-d and MAC-hs protocols. The physical layer was
modeled based on BLER-curves obtained from physical layer
simulations including HARQ. Transport formats (TF) on the
MAC-hs layer were selected based on the channel quality
such that the BLER is 10%. We assumed ideal conditions
for the reporting of Channel Quality Indicators (CQI) from
the mobile terminals to the Node B, i.e. zero delay, in order
to isolate the performance influence of the flow control. The
maximum number of MAC-hs retransmissions was limited to
Rmax,hs, and the maximum number of RLC-retransmissions to
Rmax,rlc = 10. The maximum RLC window size was assumed
to be unlimited in order to avoid side effects in the results.
We neglect the convergence layer, as it only introduces a very
small overhead in a single-cell environment.

III. FLOW CONTROL AND SCHEDULING

A. RNC / Node B flow control

The flow control process regulates the transfer of RLC
blocks from the RNC to the Node B. In order to provide a fair
treatment of all data flows, each connection has its own inde-
pendent flow control process. The general concept is shown in
Fig. 2 for one data connection: IP packets arriving at the RNC
are first stored in RNC input buffers with one buffer per data
connection. The RNC segments and concatenates, respectively,
incoming data packets into RLC blocks (S/C). These RLC
blocks are protected by the RLC layer’s ARQ mechanism and
transmitted to the Node B, where they are stored in individual
Node B buffers, also known as HS priority queues. For our
simulations we have chosen the memory large enough to avoid
side-effects caused by limited buffer sizes. Furthermore, we
assumed that all data flows have the same priority.

The flow control tries to keep track of the dynamic radio
channel. It controls the transfer rate Ri of RLC blocks to
the Node B so that the waiting time of data blocks in the
Node B does not become too large. On the other hand, it tries
to provide sufficient RLC blocks so that the Node B buffer
never runs empty.

In general, flow control mechanisms are vendor specific.
In the following, we present a generic algorithm in order
to study some basic performance issues. The goal of our
algorithm is to tune the buffer level for every data flow so
that a predefined queuing time Tw in the Node B’s buffer
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Fig. 2: Flow control overview

is obtained. Consequently, the flow control tries to keep the
buffer level Bw of every data flow at:

Bw = Ro · Tw , (1)

where Ro is the bit rate of RLC frames transmitted for the first
time over the radio channel for the considered connection.
Hence, Ro corresponds to the data connection’s effective
channel bit rate. This value has to be measured and, in order to
be accurate enough, this measurement value has to be averaged
over a certain period of time Tm. However, the longer this
measurement period, the more obsolete is this value.

The flow control tries to compensate the difference between
the desired buffer level Bw and the actual level B within a
period of Tu/α, with 0 < α ≤ 1. As soon as the flow control
is aware of the new measurement values, a new transfer rate
Ri is calculated which is in use for the next update period:

Ri = max

(

0, Ro + α
Bw − B

Tu

)

. (2)

Consequently, for every data flow during the next update
period Tu, the RNC may transfer a maximum data volume Di:

Di = Ri · Tu . (3)

This is performed by issuing resource grants to the RNC in
regular intervals of TTIRLC = 10ms, as illustrated in Fig. 3.
These resource grants are sent periodically with an update
interval period of Tu. That is, the Node B signals Tu/TTIRLC

resource grants to the RNC at the end of each update interval
(cmp. Fig. 3). The update interval has to be small enough to
allow the flow control to accurately follow the channel dynam-
ics. On the other hand, it has to be large enough to keep the
signaling load between RNC and Node B at a reasonable level.
Due to protocol delays, the resource grants are not used instan-
taneously but with a certain delay Tp, also known as dead time.

Up to now, our generic algorithm works fine in case of
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a static data flow when there is always enough data to be
transmitted. In order to enable the algorithm to work in case
of a beginning data transfer or in the case of data transfer
interruptions we have to refine the measurement of Ro.

In case of a starting data transfer and in case of interruptions
longer than Tu we do not have any measurements. Instead,
a default value Ro = Rdef is applied. Alike, in case of short
transfer interruptions we have to consider the potential data
rate, i.e. the data rate in case the buffer is not empty, rather
than the real data rate:

Ro =

{

Do

Tb

if Tb > 0

Rdef otherwise . (4)

Do is the data volume transferred during the last update inter-
val Tu, and Tb the total amount of time during the measure-
ment period Tm during which the data buffer was not empty.

In addition to the results given in this paper, we performed
simulation runs in order to find optimal values of the parame-
ters involved in the flow control [7]. We chose Tw = 100ms,
Tm = 50ms, Rdef = 100kbit/s and α = 1.0.

B. Node B scheduling

In the Node B, a Round Robin (RR) and a Proportional Fair
(PF) [8] scheduler were considered. While the RR scheduler
equally serves all users in a cyclic manner, the PF scheduler
bases its scheduling decision on the current channel conditions
towards each user. As of such, the RR scheduler produces
a smoother data flow towards each user compared to the PF
scheduler, which may serve users in bursts when their channel
condition is above average. Note that the PF scheduler essen-
tially behaves like a RR scheduler if no mobility is considered.

IV. PERFORMANCE EVALUATION

A. Simulation Scenario

We consider five independent terminals which perform bulk
data transfer in the downlink. TCP NewReno with window
scaling was used as transport protocol. Terminal mobility was
modeled taking into account both slow and fast fading. We de-
fine three scenarios. In the StaticRR scenario, RR scheduling is
used. The terminals do not move and exhibit identical channel
conditions. The MobileRR scenario differs in that all mobiles
move at a speed of v = 30km/h. They periodically experience
the same slow fading profile, where each mobile starts at a
different position of the profile in order to obtain independent
channel conditions in-between the mobiles. The same mobility
conditions were assumed in the MobilePF scenario, where the
RR scheduler was substituted by a PF scheduler.

B. Impact of scheduling and mobility

We first consider ideal flow control conditions, i.e. Tp is zero
and the update period is short, i.e. Tu = 10ms. Figures 4–
6 plot the complementary cumulative distribution function
(ccdf) of the queue adjusted IP packet delay Tqa for the three
considered scenarios and different values of Rmax,hs. Tqa is
measured as shown in Fig. 2. It does not take into account
the RNC queuing delay, which is mainly determined by the
traffic source behavior. In the static scenario, the channel

remains constant for all transmission attempts of a data block.
Consequently, the loss probability is 10% for the first and
virtually zero for the second transmission attempt due to the
HARQ mechanism, which explains the optimal curves for
Rmax,hs ≥ 1. In contrast, in the mobile scenarios, the loss
probability is significantly larger than zero for retransmissions,
as the channel quality changes in-between transmission at-
tempts. As all transmissions have to be performed with the
same TF, retransmissions may experience a channel which
does not provide the quality necessary for the selected TF. This
eventually leads to RLC layer retransmissions, which explains
why, after a certain minimum delay, the ccdf of the delay drops
down to the beginning of a heavy distribution tail.

On average, the effective TCP throughput in the MobileRR
scenario is 32.5 kByte/s, compared to 47.6 kByte/s in the
MobilePF scenario. This implies a gain of approximately 1.5
of the PF scheduler over the RR scheduler, which goes well
along with the findings in [3]. It is interesting to observe that
the PF scheduler leads to longer delays compared to the RR
scheduler, even though it achieves a higher data rate. This is
due to the fact that the PF scheduler tries to exploit good
channel conditions and selects TFs with relatively high data
rates. This eventually leads to a less predictable data rate,
higher loss probabilities for retransmissions compared to the
RR case, and consequently to longer delays.

C. Update period and dead time

In a real system, the dead time Tp is likely to be on the
order of 10 to 30ms. Alike, the update period is expected to
be larger than 10ms. Figures 7–9 show the ccdf of Tqa for an
ideal dead time of Tp = 0ms and different update periods. In
the StaticRR scenario, a longer update period does not worsen
the performance. This is reasonable, since the data rate towards
a particular user is constant. Consequently, the data rate Ri

assigned by the flow control is constant as well, and the length
of the update period is of little importance.

In contrast, the mobile scenarios lead to a highly time-
variant data rate towards each terminal. Consequently, the
adjusted data rate Ri becomes less accurate as the update
period increases, and the flow control may transfer too much
data to the Node B buffer in time periods, where the wireless
link’s actual data rate is already much smaller. Due to this
effect, we expect the delay performance to worsen as the
update period increases. Consider the MobileRR case in Fig. 8.
As soon as the update period increases, the tail of the delay
ccdf becomes significantly larger. For Tu = 30 and 50ms, there
is virtually no difference in the delay ccdf for Rmax,hs = 2
and Rmax,hs = 4. The delay performance worsens in the case
of a PF scheduler, as shown in Fig. 9, since the PF scheduler
produces a more variable data flow (cmp. section III-B).

The update period can be kept small by spending more
signaling overhead. Alternatively, it can be kept variable,
adaptive to the channel characteristic and traffic volume. In
contrast, the dead time Tp cannot easily be influenced, as it
mainly constitutes of signaling delay and processing overhead.

Figures 10–12 show the ccdf of the delay Tqa for the three
scenarios and a short update period Tu = 10ms. As before, the
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StaticRR scenario proves well-tempered with respect to non-
optimal parameters. The reason is again the constant data rate
towards each user. In contrast, the MobileRR scenario shows
a significant increase in the delay distribution’s tail even for a
very small dead time of 10ms. The tail becomes dramatic as
the dead time increases to 20ms or higher. In these dead time
regions, there is almost no difference in the delay distribution
as Rmax,hs is increased from 2 to 4. Similar to a large update
period, an increasing dead time may lead to the flow control
transferring too much data into the Node B buffer, resulting
in the large distribution tail. Again, the delay performance
worsens as the RR scheduler is substituted with a PF scheduler
for the same reasons detailed above.

Figure 13 illustrates the effect of the dead time by plotting
the Node B buffer level B and the waiting time of the last
transmitted MAC-hs PDU over the time. The figure contains

the curves for a dead time of Tp = 0ms and = 30ms, respec-
tively. The graph unveils that for Tp = 0ms, the waiting time of
MAC-hs PDUs stays close to the target value of Tw = 100ms.
On the other hand, a large dead time of Tp = 30ms results in
strong buffer level fluctuations and strong raises in the buffer
fill level, which eventually lead to delay spikes.

The large distribution tails may stall the RNC-Node B data
transfer for a relatively long time period. In other words, the
service process seen by the RNC data queue may be very
bursty. Such a behavior imposes the risk of packet losses at
the RNC and Node B queues. Moreover, it may have a severe
impact on the performance of the RLC protocol. Altogether,
this may have a negative impact on higher protocol layers
and brings up the risk of TCP timeouts. In our considered
scenarios, we did not observe a significant number of time-
outs, and the TCP throughput did not depend on the flow



control parameters, though this
might be an issue in more adverse
scenarios.

D. Enhancement of the Flow
Control Algorithm

In this section, we develop two
effective mechanisms to improve
the performance of the flow con-
trol in mobile environments. In
particular, we will try to compen-
sate two effects.

First, as the flow control as-
signs a resource grant to the
RNC, we know that the granted
amount of data will arrive at
the Node B after the dead time
Tp.During this dead time, the
flow control keeps monitoring the
buffer level B in the Node B,
but does not take into account the
granted but not yet received data.
Hence, too much further data is
requested from the Node B. We
can tackle this issue by introduc-
ing a virtual buffer, as shown in
Fig. 2. If the flow control requests a certain amount of data
from the RNC, it adds the same amount of virtual data to the
virtual buffer, where it remains for the duration of the dead
time. The fill level of the virtual buffer is then added to the
measurement value B of the actual Node B’s buffer level.

The second effect which we consider results from the
fluctuating data rate towards each terminal. We improve the
behavior by limiting the value of Ro in the equations of section
III-A to a certain maximum value. For the maximum, we chose
the moving average Ro,max of Ro, which is recalculated once
within each update period Tu:

Ro,maxnew
= (1 − β)Ro,maxold

+ βRo (5)

This prevents a short period of good channel conditions with
a high data rate to flood the buffer. At the same time, it
emphasizes the buffer fill level dependent dynamics of the
flow control algorithm.

Figure 14 plots the delay ccdf for the MobileRR scenario,
if the above discussed enhancements are activated, with β =
0.01. Consequently, Ro follows only slow fading. The graph
unveils a significant improvement in the delay distribution,
even for large dead times Tp. The TCP throughput remains
unchanged, which indicates, that the improved delay distri-
bution does not go along with buffer under-runs. A similar
improvement can be observed for the MobilePF scenario.

V. CONCLUSION

In this paper, we demonstrated that the flow control mecha-
nism between the RNC and the Node B in an HSDPA system
has a significant impact on the performance of the system.
Especially in scenarios with fluctuating data rates towards
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each mobile terminal, the effect of the flow control may be
dominating. We showed that the IP packet delay characteristic
deteriorates as the control loop’s dead time and update period
become larger and presented mechanisms to counteract the
malicious effect of the dead time. Further studies need to
be done to get a deeper understanding of the flow control
and the relevant system parameters. Additionally, cross-layer
interactions with higher layer protocols and services need to
be explored in order to study the user-perceived performance
impact, such as the page loading times with web services.
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