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Abstract

Literature has proposed Frame Assembly and its marimultiple times to cope with the ever increassmgtching

density in consequence of increasing link ratesrelibeless, state-of-the-art networks do not imgletnand apply it.
Skepticism of practitioners and investors regartiondy the effective gain of frame switching, bls@questions of
control, interfacing and performance impact ondRisting Ethernet/IP infrastructure.

We present an operational prototype network withmie assembly in its core that seamlessly interfamesxisting

Ethernet technology and seamlessly integrates taralard conform GMPLS control plane. We show theageaable
additional effort of assembly at the network edipe, direction how to integrate such network intéstig control

structures, but also the limited and well contmbli@pact of assembly on the timing of client apgtiion.

1 Introduction protocols did not fully adapt to the new environmeh
recent study of [5] shows that about 50% of thekpts
have a packet size smaller than 100 Byte.
Besides this, IETF RFC879 recommends end-systems to
This section first highlights the dominance of snpitk- %%Czsgt?n:zaj;ir?; ifiiﬁf;?ﬁ:;;g’f urr?if_”m"tﬁ;
ets and then identifies the probler_n of small pacmmin__ recommendation is from 1983 packet size distrimgtio
core networks. The second section proposes ouramnqrom the core network are still able to identifystpeak.
tion of Frame Assembly to overcome this problem i general, due to the dominance of Ethernet iratfess
high-speed networl_<s. This section glos_es with _thated the maxim,um transfer unit is 1500 Byte.
work and the overview on the organization of thaper. Consequently, the applications and transport pai$oto
not exploit the maximum transfer unit. With the reas-
1.1 Packet transport networks ing line rate in the access, the packet rate, épethe
The driver for packet based transport networks hee tpacket rate of small packets, also increases. rasudt, in
packet based customer networks and the increasipg-p the core network, this burden requires unnecesfety
larity of the Internet. Both of them base on th&eitnet header processing capabilities, which is the mostpdi-
Protocol (IP). cated and power consuming task in packet core nodes
In the customer networks as well as in the acce$s n
works the line rates increased due to the incrgadata 1.2 Packet rate reduction

volume exchanged, e.g. video and other bandwidth huThere are two options to exploit the maximum transfe

gry applications. unit to reduce the packet rate: (1) change theopobtand
The TCP/IP stack enables an end-to-end communicatigBpIication behavti))r in the érgd) syste?ns to pexplbdi

in networks showing small line rates and high lates
Consequently, the applications and transport poisoc larger containers in the network

adapted to these reqw_rements. . The first solution requires changes in the end syste
Protocols for congestion control and reliable tpams This is in general not possible for a network operas

mechanisms enable a robust e2e communication. Th?t%%nfluence is quite limited

protqcols_(e.g. TCP) use an acknowledgement mecmanl%he second solution requires changes only in thearkt
for signaling between the sender and the receimegen- and is independent from the end system protocats an
Er?l' trl%soeBacknowledgements have a small packet Sélpplications and thus applicable for network operat

elow yte. . L . In the following, we consider only the second optio
F_or perform_ance ISSUEs, ap_pll_canons reduced praziket depicted in Figure 1. A network architecture perfimg
size to avoid I_arge _transrr_n_ssmn de_zlay; and pa packet assembly requires a special node. This asde
due to congestion. Time critical applications foiceoand sembles packets in larger containers. Timer or size

Y'dio and narfrtiv(\)lobangs%pghcatlgns :ISBOf use pz;:ﬁes thresholds limit the number of packets per contaifbe
In the range o to yte (P an rameswitieo  ontainers travel the network until the destinatimde

application). for di bly. The di bly node f dsrtthie i
While the network technology and especially the liate or disassembly. The disassembly node forwarasriae |

changed during the time, the applications and parts

In a packet based end-to-end communication, thikcapp
tion in the end systems initially defines the tiaffharac-
teristics, especially the packet size.

maximum transfer unit; (2) assemble small packets i
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Figure 1. Frame switching network architecture

vidual packets in a burst to the access netwodsper-
tively.

Assembled packets and disassembled packets shew
ferent traffic characteristics. This fact is onetloé major
argues against any frame assembly in the netwdrk,
though the impact on applications is hard to qéyanti

In this paper, we quantify the impact of packeteasdy
on the traffic characteristic by formal methods amehs-
urement in a testbed. For this purpose, we designed
realized a bidirectional assembly node as well asra-
plete testbed to show the packet assembly consdphc-
tional.

1.3 Related Work

Literature presents several architectures and inmgiiégn
tions of assembly nodes as well as testbeds witheén

cated to the major device in a frame switching oekw
section 4 show the implemented demonstrator saenari
tife quantify the impact of frame assembly in seckon
and close our paper with future work and conclusion
gection 6 and 7 respectively.

2 Frame Switching Architecture

Packet assembly of multiple packets avoids the Ismal
packets dilemma. Bursts, frames, or containerstliaee
names of the resulting aggregates. The terminobteyy
pends on the particular transport technology. Thinoug
this paper, we call the process frame assemblytiaad
resulting aggregates frames.

This section introduces the Frame Switching Arclites;
which performs frame assembly to reduce the paeitet

in core networks. It first introduces the basic @gpts and

context of Optical Burst Switching (OBS) networksclassifies the procedure with respect to todaysnfng

e.g. [1].

For frame switching networks to the best of ourwho
edge, only Kornaros et al. describe in [9] an atdem
node architecture. The authors present the nodge2se
direction able to assemble packets into fixed sfraahes.
They present timer and threshold based assemblfiret a
rate of 10 Gbps. Nevertheless, the work lacks tress
direction with the disassembly part and neglectgrfren-
tation.

[8] shows a detailed investigation on the traft@@cter-
istics of assembled traffic. They provided the tledor
background but did not consider the practicabilitya
real network scenario. We applied their methodolagg
provided a worst case estimation for realistic phcks-
sembly networks.

For the special case of self-similar traffic, Hoyided a
detailed analysis on the effect of the assemblaffidrin
[11]. We restrict our analysis to the affected seede in
the range of the maximum frame assembly tirab(s),
where the effect of self-similarity is negligibla icore
networks.

1.4 Organization of the paper

In section 2 we introduce the frame switching aedture
and highlight the principle mechanisms. Sectios 8ddi-

procedures. The discussion on the application cketa
assembly in the network and the proposed switchiimg
ciple complete this section.

2.1 Basic Concept

Figure 1 shows a Frame Switching (FS) networkoh-c
sists of edge nodes, called Assembly Edge Node (AEN)
and core nodes, called Frame Switches (FSW).

At ingress, the AEN assembles packets into containe
frames while the egress AEN performs the disassembl
process. The FSW in between forward the frames from
ingress to egress AEN.

The processing delay in an intermediate FSW depends
the frame size. As the line rate increases in [ehial the
frame size, the time available to process a fratagss
nearly the same. However, the required procesdiog: e
per node is constant if packet size and line rateease in
parallel.

Originally, Frame Switching was introduced with rod
fied ITU-T G.709 containers of the Optical Transport
Network (OTN). However, other technologies like
Ethernet may serve as a container frame format. Etand
tory to both is the limitation of the frame size hoth
technologies (Ethernet Jumbo frames max. 9.6 kByte,
G.709 15.2 kByte). Due to the size limitation, askkd



Assembly unit 7

e Metainfo &| |
rm Cégzzllf:- - Cencat. —-—E—D

MAC [

encaps.

Y

DeMux
Scheduler

_+ : Assembly unit n_l_bEI_b

Figure 2:Functional architecture of ingress F.

Disass. unit 1

Delineation &
| Metalnfo rem.

i

:

Classifi- » MAC »
| cation decaps.

Scheduler
I

DeMux

Padding

» Disass. unit n > |||-»

Figure 3:Functional architecture €gress FAl

packets face fragmentation when using maximum franggiently, this requirement moves the frame assefuioly-
size for maximum throughput. Further, fixed sizen-co tionality away from access towards network core.

tainer frames use padding in low load situations. The process of frame assembly itself relies on iddis
packet processing. It suffers from the small padket
2.2 Assembly procedure lemma the same way as any other network node wimld

This section classifies the introduced assembly quiore W|tgout frarlrzje assembly. Her?.ce, f_rl_etl]me fassertr;bly ml co
to well-known framing procedures currently applied hodes would not save anything. Therefore, the 0

carrier networks (e.g., packet over SONET (IETIfdge is the potential (')pergtionalllocation qf ankaas-
RFC2615, Generic Framing Procedure (GFP, [10])). sembly .node. The'zre', it sill requires the h|ghesxtkga
The conventional term framing denotes the representa processing capabilities, but the inner core cowddet

of logical packets on transport bit streams. Theszkets fArom a rellaxizd frame procbtalsglng rate. twork
arrive randomly with an arbitrary gap in betweemeT S a result, frame assembly is a core network teidyy,

framing procedure of carrier networks usually mtgese which is most efficient applicable at network edgeth a

packets onto a constant bit stream. Besides thiealog reasonable bit rate hierarchy from access to core.
packets, the framing procedure also maps the gaps . .

tween the packets onto the bit stream. Consequehty %-4 Switching principle

carrier bit stream is completely occupied and dircu Container frame forwarding within the core requiies
switched within the network. routable address, e.g. IP address, or a path fidentid
In contrary to this, frame assembly in terms o$ thaper identify a pre-configured label switched path (LSP).
works differently. First, frame assembly puts paske The former has the advantage of stateless and stopte
back-to-back without the intermediate gaps intayéar switches but inhibits resource reservation, e.gdiadth
containers. Second, the network forwards theseagms requirements. The latter requires states within dbee
individually in a store and forward, packet-switdhmaan- switches but enables resource reservation foridraffgi-

ner exploiting potential multiplexing gains. neering purposes and quality of service (Qo0S).
As traffic engineering is a mandatory issue for aeyv
2.3 Application of packet assembly network technology, frame switching follows the LSP

principle. LSP maintenance requires a manual oo-aut
matic control plane. The most prominent candidaties

; : ; Generalized Multi-Protocol Label Switching protocol
Packet assembly is only applicable with aggreg#tafd
fic. The packet assembly process always introdlﬂ:es(GMPLS)' In [6] the authors showed, that GMPLS also

delay to the assembled packets. As the networlopeyf SUPPOItS frame switching networks.

ance and application requirements require a lirhithcs )

delay, the ingress traffic of a FAU should be laegeugh 3~ Frame Assembly Unit

to minimize padding. High line rates or multipleginf The key element in a frame switched network is tise A
smaller line rates implements this requirement. 8en sembly Edge Node (AEN). It assembles packets to same

This section elaborates on the location of the askem
functionality in the network.
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in ingress direction and disassembles frames tkgbsiin  Figure 2 depicts the functional architecture of B#fJ’'s

egress direction. ingress direction. From left to right, it class#fisncoming
packets according to destination egress AEN and CoS
3.1 Assembly Edge Node Architecture class and assigns them to a corresponding intéroial

The functionality of an AEN consists of the two inde Warding Equivalent Class (FEC). The subsequent assem
pendent functions: switching and assembly; switghof bly stage assemb!es packets of the same FEC to sframe
traffic flows and assembly of aggregated traffitiefie- (one assembly unit per FE.C)' Thereforg, 'the FIFDén
fore, the realization of an AEN shows two optiofts. A corresponding assemb!y unit collects arriving paqma.
hybrid device incorporates both functions. For uese In cvery assembly unit, the control block .monltcune
savings, in such a device the switching and therably FIFO. fill level and triggers a frame ge;nere}tlon whex-

part may share components, e.g. a common pacl? ding the threshold. A packet arrival into an ®mp

buffer. Nevertheless, the shared components hagefto FIFO starts a't|mer to avoid starvatlon: Upon “!“e"’he
fice a larger number of requirements and are tbesef assembly unit generates a frame irrespective of the

more complex. (2) A modular approach shows separa?‘@qount Orf] avaﬂableblpacket dafta. In case ofkﬂxmef S il
devices for these functionalities. rames, the assembly stage fragments packets lto fi

frames completely. It appends padding if the amaint
collected packet data is below the minimum franze.si
Control Plane Node Before concatenation to one continuous data blowka
information is added to enable packet delineation i
egress direction.

T
¢ Control Channel Interface
I

A S Ay B ™  The buffering stage stores frames ready for trarsamis
S in case of congestion, while the following schediian-
—H FAU — dles the frames according to their Class of Ser{f@s).
access : core The MAC encapsulation stage finalizes the frame for
network : network .. . .
_ = transmission by adding headers and trailers.
—_Switch FAU = Figure 3 shows the functional architecture of tigeess
T evyrvm— direction of a generic FAU. From left to rightciassifies

incoming frames according to ingress AEN and Co& an
assigns them to an FEC. The MAC decapsulation stage

Figure 5 depicts the architecture of such a modaaN ~ '€moves the frame header and trailer.
composed of one switch and several Frame Assemify€ry unit in the disassembly stage delineates pmcke
Units (FAU). This approach is highly flexible, asltows ~ With help of the meta information added during assly.

adding ports to an AEN incrementally. We follow thdt @S0 drops the meta information as well as pagidin
modular approach (2) and focus in the followingthe €2S€ of fixed size frames, the last data in a fravag be a

architecture of a FAU. As switches are availabledth Packet fragment. The FIFO queue stores packets and
packet oriented technologies we regard them agdolv packet fragments. The control block monitors thiedlIf

In the following, we show the functional architetof a 1t CONtains an entire packet, it triggers its foriag.
FAU. Similar to ingress direction a buffering stage ansthed-

uling stage take care of packet transmission agugrid
their CoS.

Figure 5: Architecture of assembly edge node

3.2 Functional Architecture of the FAU

This section gives an overview on the architectmckthe
functionality of a FAU. We refer to [4] for a detd
description of this device and its implementation.



4 Demonstrator We extended the control channel interface (CCRvbeh

the control plane nodes and the data plane nodes by
virtual FAU (VFAU) by a protocol gateway betweereth
simple network management protocol (SNMP) and the

[6]. -
: . protocol for configuring the FAU (UMP). We further
Figure 4 depicts our testbed for the complete Ronk modified to UNI to signal the assembly timer vataghe

to quantify the impact of packet assembly on thadfitr ingress and egress node. Due to the extensiorlJlitie

chgraqtensﬂcs. In the '°.Wer part it depicts tmqplane also includes the information on the class of senvi
while in the upper part it shows the control plamier-

connection. .

Our testbed consists of three AENs (Figure 4 shavig o 5 Performance evaluation

two AENs because of space limitations) and one cofiéhis section provides a performance evaluation an th
switch representing the FS core network. packet assembly functionality. It first estimatég tper-
In the data plane, we use Ethernet technology @iegu formance gain with respect to the reduced headeregs-
virtual local area networks extension of IEEE 802.11QQ ing rate. Second, it calculates the minimum reguicad
the core and in all access networks. In the acsesde- for packet assembly in normal operation. As atigsic, it
ploy 1 Gigabit Ethernet and in the core 10 Gigabistimates the impact of packet assembly on a dogarst
Ethernet. Standard Ethernet jumbo frames of 9 kBytauffer device.

build our container frame within the core. We ioter-

nect the access networks transparently on layey2 B.1 Performance gain

transporting all Ethernet packets through the F&iorit This section quantifies the performance gain of pack

Each'AEN consists of an aggregation switch and a FA ssembly. We estimate the performance gain with the
(cf. Figure 5). The FAU connects to one of the 10 G

. . : . llowing assumptions:
uplink ports of the switch. The switch classifiesaming Packet size distribution of packets to be assembled
traffic from access side on a per port basis arittbes it

. . range between 64 and 1520 Byte in Ethernet networks,
to the appropriate outgoing port connected to tA&J.F

The classification process applies the Virtual LANico * Container frame formatt., = 9kByte Ethernet
cept at reference point A in Figure 4. Applicatiof Jumbo frames, constant frame size

VLAN simplifies classification within the FAU and de « FAU ingress/egress link raté:=10Gbps

couples FEC from the attached clients’ MAC addresses \jinimum packet size in Ethernet networks:

The FAU classifies incoming packets based on their L, = 64Byte

VLAN header, assembles packets belonging to one FEC =P

into Ethernet jumbo frames and forwards them tactire  » Ethernet interframing gap and preamble= 20Byte

network. The minimum packet size requires the maximum packet
As FS networks show the connection oriented communi .

cation principle, while Ethernet is connection leas processing rate p in the node. This rate evaluates to
emulate a connection in the core. Therefore, on&NL - _ ' _
per bidirectional connection reflects the end-td-eon- P +1 =14.9Mpps (mega packet per sec.).
nectivity between AEN (reference point B in Figdje =P ! i .
This also enables class of service differentiatiortie  1h€ Same traffic assembled in Jumbo frames reqairiys

core switch by using the VLAN-priority field in the &= _ I _ ,
jumbo frames VLAN header. re T 139kpps (kilo packet per sec.)

We realized the bidirectional FAU on an evaluatiaard The redcuction in the required header processinabiitva
with two Xilinx Virtex-4 FX100 FPGAs (one per direc d P goney

tion), two optical 10 Gigabit Ethernet interfaces fata I(:Seé?g?h(tahrig):iﬁa% 120I,o:1‘ljtho;c?<2tt2i§ ngrr:?b% f:f"gg €
plane and a 1 Gigabit Ethernet interface for CP eonn pay P y by

tion. We designed the FAU prototype in VHDL support-The benefit of frame assembly is even more impressiv

. : - the case of 100 Gbps links: Without frame assenthly,
ing seven FECs simultaneously per direction. Tha@st : . .
o . S required header processing capability would be Mpps
provide in [4] an in depth description of the FAlb{m- : o : : SR
: ; ; per link. This is challenging to implement, sincasitin
type architecture and implementation. range of the clock rate of the underlying ASIC teah
We realize the control plane for path maintenandé w 9 ying

the GMPLS control plane implementation of the 9

DRAGON project [7]. This control plane implements qs 2 Minimum nominal load

virtual router (VLSR) for control plane message s :

ing and a user network interface (UNI) for pathuests The frame assembly process usually implements a,time

and monitoring. Besides this, it includes a patmgota- a size based threshold or a combination of bothhef

tion element (NARB) for constraint based path calcu assembly process implements the second option dnly,

tion. suffers from the risk of packet starvation in pelhi filled
frames that do not complete due to missing follgw-u
traffic. Therefore, we implement a combination ioher

This section introduces briefly our testbed. Thedesa
finds a more detailed description of the whole acienin
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based and sized based threshold. If the assembbtegs time represents an additional jitter. Jitter in thege of
reaches the frame size limit or the timeout valuee- milliseconds is a commonly accepted effect in packe
leases a frame. Consequently, we implement sizedbagorwarding networks. This jitter occurs only onceir
threshold ofL,, with an additional timefT . gress to the core network and does not accumulated
within the core network.
N . € C8ecause of the store and forward mechanism evaw C
pected load situation of the traffic. If the amoohtraffic o '

- o . : .__node adds the transmission delay of the largerdsata
arriving within the timeT is smaller than the frame SiZ€y o individual packets delay. The delivery of a YtB
L., the resulting frames waste capacity as they carfiymbo frame at 10 Gbps takes less thars,8which is

padding. As an alternative, reducilg reduces also the several orders of magnitude below other jitter dbot
tions and can therefore be neglected.

amount of pa}ddlng, it QOes not reducg the frarte or experimental confirmation of our assumptiong w
(and the required processing rate) accordingly. used the setup of Figure 4. We investigated theaahpf
Both effects occur in low load situations and asesach frame assembly on a test flow in the presence rdam
not exce_ptional. gritical. We !imit ourselves to tqaes.- background flows. The background flows represest th
tion, which minimum nominal load per forwarding,g o eqated traffic of many independent users, wihite
equwalen.t class is reqwred to limit the timeggered test flow represents the particular traffic of aftezlicated
frame delivery to e_xcept|ona| cases. user or application. In Figure 4, we consider #iericy of
We. assume following benchmark parameters: test flow from node T1 to T2. The background traffic
* timer valueT =1ms originates at B1 and terminates at B2. Both flolvars
e Jumbo frame sizé_c =9000Byte the same forwarding equivalent class and thus hee t

L same resources in both FAUs.
A constant traffic flow of—= = 72Mbps would fill the ~The background traffic shows an average rate of10.5¢

T 2 Ghps, respectively. We compose the backgrourffictra
frames just in time. A fluctuating traffic flow viitthe by an overlay of randomly arriving 10 Mbps applicat
same mean rate would also release some partilitg fi streams and use the same traffic model as in [B]inT
frames. Anyway, as a rule of thumb, we can stasé thjects the test flow in the frame switching netwattkrate
frame switched forwarding equivalence classes shoubf 10 Mbps composed by 500 Byte packets showing a
show not much less than 1Mbps load. Lower load is constant inter-arrival time. At T2, we record théefey

The parameterization of the timer depends on the

possible but inefficient. of the packets after traversal of the testbed. Hserably
strategy applies a pure size-based threshold dy®ek
5.3 Jitter and latency without any timer. The threshold reflects the maximu

quasi-standard transfer unit of Ethernet.

Figure 6 shows the experimental probability disttidn
(histogram method) of the latency for different lkac
ground load levels. After removal of the constartpa-
gation delay, the maximum of the distribution shitcip-
rocally with the traffic load. This fits to the loatépend-
ant waiting time during frame assembly. Furthermane
low load situations, the waiting time shows a ratloag

This section classifies the jitter and packet |layethge to
packet assembly.

The assembly time of a particular frame dependshen t
actually incoming traffic. Its maximum equals thesem-
bly timer, while the minimum depends on the load.
Furthermore, the frame assembly process delaysaghe
sembled packets. The packets waiting time depends
the assembly timer and the arrival of subsequeckqis,
which is in general unpredictable. This random wgiti



tail, but any timer-based assembly limits the maxim

additional delay. FS core network butfer dovies
Ny

5.4 Downstream buffer performance L=

degradation

A more subtle problem arises from the clusteringaxtk-

ets at output of a frame switched network. The packFigure 8: Single source scenario

delivery process changes the random distributiopaok-

ets into clusters of packets. The original intévairtime

between packets vanishes (cf. Figure 1). The relaiift FS core netuark downstream

of packets on the time scale corresponds to tley jits

explained above. Successive frame arrivals and eram E

c

disassembly results in successive bursts of packets

Some of these cases may increase the packet lesodu =
degradation of the buffer performance in downstream ] _
packet switches. This is especially critical, simtmvn- Figure 9: Multiple sources scenario

stream packet switches are out of scope of a franﬁ] tuation is diff tin th d inided
switched network. In opposite to FS network itselg € situation IS diiferent in the second scenarpiaie

" - in Figure 9. Here, the packet clusters arrive fnorany
cannot expect any additional adaptation there. n . ;
The following analysis relies on the theory of tlae different and independent frame swﬂghed .paths (FEC)
scales in packet traffic as explained in [3] and tbe For a large number of sources the traffic hitting égress

investigation of buffer operation in presence oplaa- ::,A\tl;_converggs tt%afo]:?sor; procr]elszzggfe(jr_elj(;:edBmlnt
tion streams in [2]. n this scenario, the traffic of eac individyaum-

First, we consider the time scale of the packestehing. mates to the mean traffic load ocgurring at the mow
The traffic volume between two consecutive frames rért]reamﬁpuf]l‘ler de}nce (r:e;‘:(elg%nge ;?]omt C). ((j:onsetiwgn
mains the same before and after the assembly. iAdéit the traffic flow of eac In the second scenasio

ally, the assembly timer as well as the packefierifads smaller t_han. in the first scenario. Although, fowars.t
in combination with the size limitation limits thigaffic ~ S85¢ estlmqtlon, we assume the frames compleliely. fi
'ghe theoretical buffer performance depends on the-nu

volume. The packet position at the egress FAU shifb f buffer dots wh buffer slot is th t of
within the same interval. The assembly process dog¢s er orbulter siots, where a ouller sfot 1s theé amount o
memory that is able to hold one of the randomly &md

affect any dimensioning considerations at largeneti d dentl vina trafi " In Etherndi
scales, e.g. time scale of application buffer hgjdimes ependently arriving traftic. portions. in emens
portion is at maximum 1520 Byte, one packet.

or time scale of application stream duration. ) )
Second, we consider the downstream buffer devite aféfsf‘siﬁgbsz(ik:?gfrsl:s:ftse;(rtilisgroefsg lléi)LlJte(’re\:‘VhIChV\it:to
the egress FAU. Therefore, we consider the trafiarac- . eea0o

g C). A real buffer does not care of the differenetwzen

teristic of the assembled frames arriving at theegg L .
FAU. We assume a size based assembly process, ishic ursts of individual smaller packets or equallyedizarge
' container frames. It shows a fixed amount of memuory

equivalent with the minimum required load assumptb . ) o
d d b our example device, a 10 GEth switch, it is in raofie

section 5.2. Here, we distinguish two cases, i e
g deg 130 kByte. For individual Ethernet packets (152Cd%

Figure 8 and Figure 9.
The first scenario considers a one-to-one commuaitat corresponds to 85 buffer slots, for 9 kByte bucstpack-
ets it has only 14 buffer slots!

between two FAU, while the second scenario consider ified the effect i . tFi 24l
many to one FAU. In both scenarios, many indepeindeﬁ/e t\r/]e” Iet' lebeﬁec mfan expenment. f|guree ) ;
sources feed the FAU on the network ingress sidas€& e theoretical buffer performance curves from y@ic

quently, the arrival process of the packets eqad®ois- '€ set into relation with the experimental resutsthe
son pro1cess (reference point A) experiment, we counted packet losses in a 10 GEtatsw
In the first scenario (Figure 8), the interarritiate of the *Urontfof a 100 I\/_Ibp|s and ofa 1 G*;p? downlmké )
assembled frames (reference point B) follows amrigyl e reference arrival process was Poisson at p )

distribution depending on the packet load and pasize Ir;] th‘? othler css.e, we ugedl b#rsts tOf.Gt. Eth_?g;;iﬁ(:k
distribution especially for maximum size packefs [8 showing also Foisson arrival characteristics.

As long as the original packet traffic does not rtned degradation of buffer performance fits well to theo-

the ingress device, the buffer filling increasesnaist by rTerflcaIIy ptr_edllcteld reductloptfr:om 85 Itto 14 buf?ﬂts&m
the size of one frame. The process of frame asseatbly € practical relevance of the resuils Is ambigu

ingress separates the frames at distances thamrigem ;?C?ng]scfng,r 10 f|s possmrl]ei:télg ',t IS Vtta;y utnt}qktlal dead
more than one additional frame content in the busie | 'ov (M€ traflic from eac IS subject to lo

top of the normal packet load. With a frame size J]Lmits (cf. section 5.2). Large numbers of such fiow

9 kBvte and typical ket buff f 130 kBvtesthidgi- Wwould create huge amounts of traffic at the minimum
tiona)I/ E;dn is Zgﬁzafgglyelowu ers o yie ! Thus, the affected downstream device is still chosthe

network core, but not to the end user application.
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tailed analysis and showed that our results fitahieome

from our measurements in the network. We concluded

that packet assembly at the network edge has gohan

pact on the traffic characteristics, but this imgamedgli-

gible compared to other sources of delay in a nétwla

normal network operation, it is expected that fraase

sembly will not even be recognized by any applaats

its impact is so low.

In this paper, we provided a detailed descriptinmpacket



